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Abstract:  Distributed data mining (DDM) is the semi-automatic pattern extraction of distributed data sources. The 
next generation of the data mining studies will be distributed data mining for many reasons. First of all, 
most of the current used data mining techniques require all data to be resident in memory, i.e., the mining 
process must be done at the data source site. This is not feasible for the exponential growth of the data 
stored in organization(s) databases. Another important reason is that data is inherently distributed for fault 
tolerance purposes. DDM requires two main decisions about the DDM implementations: A distributed 
computation paradigm (message passing, RPC, mobile agents), and the used integration techniques 
(Knowledge probing, CDM) in order to aggregate and integrate the results of the various distributed data 
miners. Recently, the new distributed computation paradigm, which has been evolved as mobile agent is 
widely used. Mobile agent is a thread of control that can trigger the transfer of arbitrary code to a remote 
computer. Mobile agents paradigm has several advantages: Conserving bandwidth and reducing latencies. 
Also, complex, efficient and robust behaviours can be realized with surprisingly little code. Mobile agents 
can be used to support weak clients, allow robust remote interaction, and provide scalability. In this paper, 
we propose a new model that can benefit from the mobile agent paradigm to build an efficient DDM model.  
Since the size of the data to be migrated in the DDM process is huge, our model will overcome the 
communication bottleneck by using mobile agents paradigm. Our model divides the DDM process into 
several stages that can be done in parallel on different data sources: Preparation stage, data mining stage and 
knowledge integration stage. We also include a special section on how current e-business models can use 
our model to reinforce the decision support in the organization. A cost analysis in terms of time consumed 
by each minor process (communication or processing) is given to illustrate the overheads of this model and 
the other models.  

1 INTRODUCTION 

Since distributed data mining is an emerging field of 
study, the modeling of distributed data mining 
systems is one of the key research areas in the data 
mining studies. We propose a new DDM model 

called OIKI (Optimized Incremental Knowledge 
Integration) system.  
 
In this paper, we will discuss a theoretical 
background of the distributed data mining 
motivation and definitions in Section (2). In Section 
(3), related work to our research is discussed. DDM 
models are studied in Section (4). Section (5) 
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discusses the notation and different cost functions 
for DDM models. Our model will be presented and 
studied in details in Section (6). The most popular e-
business model and how it can benefit from our 
proposed model are discussed in Section (7). An 
analytical study for the proposed cost functions for 
each model is discussed in Section (8) Finally, 
conclusions and future work are presented in Section 
(9).  

2 BACKGROUND 

The explosive growth in data stored in databases and 
data warehouses has generated an urgent need for 
new techniques that can intelligently transform this 
huge amount of data into useful knowledge. 
Consequently, data mining has become an important 
research area (Chen et al.: 1996). 

 
Data mining differs from other data analysis 
techniques in that the system takes the initiative to 
generate patterns by itself (Information Discovery 
Inc.: 1997). Therefore, it is an exploratory analysis 
system (Turkey: 1973). 
 
Data mining is concerned with the algorithmic 
means by which patterns, changes, anomalies, rules 
and statistically significant structures and events in 
data are extracted from large data sets (Fayyad et al: 
1998 and Grossman: 1999). 
 
Data mining studies can be classified into two 
generations. Studies in the first generation have 
focused on which kinds of patterns to mine. Studies 
in the second generation have focused on how 
mining can interact with other components in the 
framework like DBMS (Johnson: 2000).  
 
Two requirements dictate the need for distributed 
data mining: data may be inherently distributed for a 
variety of practical reasons including security and 
fault tolerant distribution of data and services or 
mobile platform. Also, the cost of transporting data 
to a single site is usually high and sometimes 
unacceptable (Prodromidis: 1999; Kargupta et al.: 
2000). The second requirement is that many of the 
mining algorithms require all data to be resident in 
memory. This might be unfeasible for large data 
sets, because these learning algorithms do not have 
the capability to process this huge amount of data. 
Data partitioning is one of the popular solutions for 
this problem (Provost: 1997). Consequently, data in 
this case is artificially distributed (Malhi: 1998). 
 

DDM offers techniques to discover knowledge in 
distributed data through distributed data analysis 
using minimal communication of data (Kargupta et 
al.: 2000).  Typical DDM algorithms involve local 
data analysis from which a global knowledge can be 
extracted using knowledge integration techniques 
(Kargupta et al.: 2000).  

3 RELATED WORK 

In Davies et al. (1996), one of the recent works in 
DDM studies is concerned with an agent-based 
approach to data mining. 
 
Several DDM systems have been proposed. In 
Kargupta et al. (1997), PADMA system has been 
presented. In Botia et al. (1998), the basic design 
and implementation guidelines in a generic data 
mining system have been studied. In Martin et 
al.(1999), an agent infrastructure for data mining 
systems has been proposed. In Stolfo (1997), Java 
Agents for Meta-learning (JAM) over distributed 
databases has been proposed. In Kargupta et al. 
(1999), Collective Data Mining (CDM) theory and 
implementation have been studied. In Chattratichat 
et al. (1999), architecture for distributed enterprise 
data mining has been presented.  
 
In Guo (1999), a knowledge integration technique 
using knowledge probing has been studied. 
 
The cost models for Client/Server, mobile agents 
and hybrid DDM models have been proposed in 
Krishnaswany et al. (2000). This study has presented 
a different data mining scenarios involving various 
architectural models.   

4 DDM MODELS 

There are two architectural models used in the 
development of DDM systems: Client/Server (CS) 
model and mobile agent model. In the following 
subsections, we will discuss each model.  

4.1 Client/Server Based DDM Model 

The Client/Server model uses the remote procedure 
call (RPC) mechanism in the communication 
between the clients and the server. The RPC allows 
a program on the client to invoke a procedure on the 
server using stubs on each side. The client-side stub 
acts as a proxy for the real procedure. It accepts calls 
for the procedure and arranges for them to be 

RETRO-DYNAMICS AND E-BUSINESS MODEL APPLICATION FOR DISTRIBUTED DATA MINING USING
MOBILE AGENTS

501



forwarded to the server. The server-side stub 
receives the call for a procedure and returns the 
results to the client-side stub. Finally, the client-side 
stub returns the result to the original RPC call 
(Crowley: 1997; Gray: 1995).    
 
The CS-based DDM uses one or more DM servers. 
The client requests are sent to DM server that 

determines the required data sources and collects 
data from different locations and brings all the 
required data for the specified mining process to the 
DM sever. The DM server in turn houses the data 
mining algorithms. The mining process is 
accomplished on the DM server and the results are 
returned to the requested client. 
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Figure 2: Typical mobile-agent-based DDM Process 
 
 
5 OIKI DDM MODEL 

Optimized Incremental Knowledge Integration 
(OIKI) DDM model is a mobile agent based DDM 
model that overcome the drawbacks of the 
traditional mobile agent based DDM model. Instead 
of transferring the results from each data server to 
the client, the client controls migration of the results 
among data servers to be integrated locally and 
finally, the final results are transferred to the client.   
 
The typical OIKI DDM process: the client multicasts 
MADMs and MAKIs (Mobile Agents-Knowledge 
Integrators) to the required data servers. The data 
mining process is performed locally on each data 
server. The size of results of the first two 
accomplished DM processes are compared. The 

smaller one is migrated to the larger one. The 
knowledge integrator agent integrates the results of 
these two data servers. This process is repeated until 
all integrated results are resident in a specific data 
server and finally, the final results are sent back to 
the client. Consequently, the OIKI DDM process 
passes through three main stages: 1) Preparation 
Stage: The client multicasts MADMs and MAKIs to 
data servers. 2) Data Mining Stage: Data mining 
process is performed locally on each data server. 3) 
Knowledge Integration Stage: An incremental 
knowledge integration technique is performed on the 
data servers where the smaller results are migrated 
to the larger one to optimize the cost of results 
migration among data servers. Figure (3) illustrates 
the typical OIKI DDM process.  
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Figure 3: Typical OIKI DDM Process
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The MADMs and MAKIs are sent to the database 
partitions or data marts of a specific e-business 
organization and perform the data mining and 
knowledge integration processes locally. So, this 
model makes the data mining process scalable to any 
number of data sites. In addition, this model can be 
used to mine the data of several e-business 
organizations in the same field. These organizations 
have a contract to benefit from the hidden 
knowledge of their stored data. This can raise the 
efficiency of these organizations, because the 
extracted knowledge will be more accurate. The 
following are some examples of a typical use of 
OIKI DDM model in e-business: 
 
Example 1 
 
75% of customers purchase product 1 also purchase 
product 2 of an e-business organization. 
     
This rule can be obtained using OIKI DDM model 
as follows: 

- A client sends a set of mobile agents 
association rule mining (MADMs) and 
mobile agents association rule integrator 
(MAKIs) to the database partitions 
containing the needed data about the 
purchased products. 

- MADMs perform the association rule 
mining process locally. 



- MAKIs migrate with the results from a 
database partition containing smaller results 
to a database partition containing larger 
ones in order to optimize the 
communication cost. 

- The previous step is repeated until all the 
results are integrated. 

 
We should note that OIKI DDM model has a great 
advantage over the traditional mobile agent based 
models. The incremental integration of the mining 
results makes the strength of a rule increased or 
decreased incrementally. Thus, some rules may be 
disappeared before the knowledge integration 
process is finished. 
 
Example 2 
 
Clients purchasing product x, tend to be engineers. 
 
This derived classifier could be obtained using OIKI 
DDM model: 

- A client sends a set of mobile agents 
classification mining (MADMs) and mobile 
agents classifier integrator (MAKIs) to the 
database partitions containing the needed 
data about the purchased products and their 
customers. 

- MADMs derives a set of classifier 
functions using each database partition as a 
training set. 

- MAKIs migrate with classifiers from a 
database partition containing smaller 
classifiers to a database partition containing 
larger ones in order to optimize the 
communication cost. Meta-classification 
techniques might be used. 

- The previous step is repeated until all the 
results are integrated. 

 
The advantage of OIKI DDM model over the 
other DDM models is the use of a database 
partition as a training set which makes the time 
needed for training decreased. Then, the meta-
classification process is done incrementally 
which makes this process easier and time 
efficient.    

 

From the above example, the extracted 
knowledge would be used in marketing, so, 
a) The organization places the product 2 

to advertisements in the web page of 
product 1. 

 
b) The organization sends newsletters and 

special offers about product x to 
engineers. 

 
We can conclude that OIKI DDM model is used in 
various data mining techniques when data is 
distributed among several sites and it is more 
efficient over the other models because of the use of 
mobile agent technology and the incremental 
knowledge integration. 

7 BENEFITS TO E-BUSINESS 

There are a number of e-business models currently 
used in the implementation of e-business 
applications. Examples of such models are storefront 
model, auction model, portal model, dynamic 
pricing models, B2B models, online trading and 
lending models and e-learning models. The most 
commonly used model is storefront model using 
shopping-cart technology, where there is a merchant 
database stores all information about customers and 
goods. Deittel et al. (2001). And the e-business 
intelligence is accomplished through the use of data 
miners. Senousy et al. (2001). 
 
The OIKI DDM model can be used in the storefront 
e-business model where the data servers are the 
merchant’s databases. Thus, the merchant can 
analyze the data stored in the distributed databases 
used in the e-business. Figure (5) shows how the 
storefront e-business model can benefit from the 
OIKI DDM model in the data analysis.  The e-
business analyzer software sends MADMs and 
MAKIs to the required databases according to the 
DM request. The MADMs perform the data mining 
tasks on each database. The MAKIs perform the 
knowledge integration tasks such that the smaller 
results migrate to the larger ones. The e-business 
analyzer software controls the results migration 
among merchant’s databases in order to optimize the 
incremental knowledge integration process.       
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8 CONCLUSIONS AND FUTURE 
WORK 

The OIKI DDM model overcomes the drawbacks of 
traditional mobile agent based DDM model by 
making the knowledge integration process an 
incremental process. This makes the DDM system 
scalable to any number of data servers. The way of 
performing the incremental knowledge integration 
process in the OIKI DDM model makes this process 
optimized.  The storefront e-business model can 
benefit from our model by applying the DDM 
process on the merchant’s databases. 
 
Our future work is concerned with an analytical 
based comparison among DDM models, and 
performance evaluation of these models. Advanced 
simulation techniques would be used. The 
implementation issues of the proposed model are 
research areas that have a lot of work to be done. 
The study of the efficient knowledge integration 
techniques is an essential research area to the OIKI 
DDM model implementation. 
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