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Abstract: This paper describes a new algorithm to detect moving objects in a dynamic scene based on statistical 
analysis of the greyscale variations on a sequence of frames which have been taken in a time period. The 
main goal of the algorithm is to identify changes (e.g. motion) while coping with variations on 
environmental changing conditions without being necessary to perform a prior training procedure.  In this 
way, we use a pixel level comparison of subsequent frames in order to deal with temporal stability and fast 
changes. In addition, this method computes the temporal changes in the video sequence by incorporating 
statistical results and it is less sensitive to noise. The algorithm’s goal is not to detect motion but rather to 
filter out similar frames in a sequence of frames, thus making it a valuable tool for those who would like to 
evaluate and analyze visual information obtained from a captured video frames. Finally, experimental 
results and a performance measure establishing the confidence of the method are presented. 

1 DESCRIPTION OF THE 
ALGORITHM 

The developed algorithm identifies those grayscale 
frames with different content form the immediate 
previous ones in a sequence of frames. The 
algorithm has been tested with video frames with 
rate 1 frame/ second.  

The algorithm marks every frame as hidden or 
shown. After M frames there is a number of 

shownM frames marked as shown  and a number of 
hiddenM  frames marked as hidden,  where 

hiddenshown MMM += .  The shownM  frames 

include the shown
TrueM  as the correctly marked frames 

and the shown
FalseM  as mistakenly marked ones.  Thus, 

we have the following equation 
shown
False

shown
True

shown MMM += . The same apply to 

the hidden frames, i.e. 
hidden
False

hidden
True

hidden MMM += .  

The algorithm assigns different significance to 

the hidden
FalseM  , hidden

FalseM  frames. In particular, it is 

allowable for the algorithm to show frames which 
should be hidden while it is not acceptable to hide 

frames which should be shown. This algorithm is 
useful in projects in which it is desirable to eliminate 

the hidden
FalseM frames while it is acceptable to keep the 

shown
FalseM frames.  The shown

FalseM  frames although are 

not critically important, they affect the efficiency of 
the image processing. 

In the implementation of the algorithm we used 
videos with the frame rates of 1 frame/ second.  In 
order to test the algorithm we used the following 
different sets of captured frames:  

– Set A: It included frames, which exhibit no 
motion and no difference in the light 
condition. 

– Set B: It included frames, which exhibit 
differences in less than 10% of their contents 
and no difference in the light condition. 

– Set C: It included frames, which exhibit 
differences in more than 10% of their 
contents and no difference in the light 
condition.  

– Set D: It included frames, which exhibit no 
motion and difference due to illumination 
variance. 

The developed algorithm has two stages of 
image analysis. During the first stage the algorithm 
searches for differences between the two frames on a 
pixel level and marks blocks of 99× pixels that 
have significant changes. 
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During the second stage the algorithm uses the 
patterns of differences, which were found in the first 
stage in order to decide if it will show or hide the 
frame.  

1.1 First Stage Analysis 

In order to eliminate the noise the algorithm 
converts the frame from the initial array of wh×  

11×pixel in an array of ( ) ( )33
wh ×    33×pixel .  

The grayscale value of the 33×pixel  of the ji,  
position (where i is the row and j is the column) is 
given by: 
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×× =

1
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1133

in

in

jm

jm

nmij pixelpixel , where nmpixel 11×  is 

the grayscale value of the original pixel at mn,  
position.   
 
Thus, during the first stage of the image analysis the 
algorithm divides the two compared frames to form 

a grid ( ) ( )99
wh ×  which is consisted of areas of 

3x3 33×pixel .  
 
The corresponding areas between the two 
consecutive frames are compared as shown in the 
following equations so that the differences between 
them, which are not attributed to illumination 
variations, can be quantized. For each set of 
compared frames we have the following variables: 
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The maxS  value is equal to the maximum value 

which the variable 33×pixel  can take. Taking into 
that an 8-bit grayscale video is used, this value is 
equal to: 25533max ××=S .  

The values of the variable 
ij

normalD  as well as the 
ij
negativeD  versus the value of a 

[ ] [ ] 2/)( 333333 eSecondFram
ij

FirstFrame
ijij

pixelpixelpixel ××× +≡  
 
 
are shown in Figure 1 for set A frames and in Figure 
2 for set B frames.  The variable Dij is defined as     
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Figure 1 and Figure 2 reveal that we can 
differentiate between the set A and set B frames 
when we compare the “bright” areas   

( 2max33 Spixel
ij

≥× ) and the negatives of the 

dark” areas ( 2max33 Spixel
ij

<× ). 
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Figure 1: The values of the variable 
ij

normalD  as well as the 
ij
negativeD  versus the value of a 

ij
pixel 33×  for the set A frames 

 

 

Figure 2: The values of the variable 
ij

normalD  as well as the 
ij
negativeD  versus the value of a 

ij
pixel 33×  for the set B frames 
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1.2 Second Stage Analysis 

Next a further analysis of the identified as 
“different” areas is necessary in order to eliminate 
the noise factor and identify human motion. In 
particular every “different” area is analyzed by 
taking into consideration the behaviour of its 
surrounding areas. Thus, the notion of the “clusters” 
is introduced. The concept of the clusters derives 
from the fact that human motion presents a relatively 
sizable motion. During the second stage of the visual 
analysis not only the differences between the 
compared frames is examined but also the relation of 
these differences with the “neighbour” surrounding 
differences. In particular we statistically analyze the 
clusters of differences which are formed. The size of 
these clusters varies along with their distribution for 
the four cases which we consider in this paper. 
Analysis of the distribution results in the graph 
shown in Figure 3.   

As it is shown in Figure 3 we can distinguish 
between the three cases of motion and ambient light. 
These different distributions help us to establish 
additional criteria for identifying human “motion” in 
the sequence of frames which was our main target in 
the study case analysis of the developed method. 

1.3 Results 

In order to test the algorithm we have used two 
different sets of data. In the first one the data was 

captured from 6 different cameras which were 
placed inside a collapsing building. In the second set 
the data was captured during building evacuation. 
The results are shown in the Table 1.  

2 CONCLUSION 

Image processing has typically focused on only 
accuracy or only speed. This algorithm represents a 
good compromise between speed and accuracy. The 
method is also very robust in presence of noise. It 
yielded reasonable results for fairly low signal to 
noise levels. In addition it does not require any 
training procedure. The developed algorithm is a 
valuable tool to the hands of those who want to 
process a vast number of frames which have been 
captured with a time difference of one second or 
more and would like to focus only on those frames 
which provide useful information.  
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Figure 3: The distribution of the "motion" detection clusters 

Table 1: The results of the implementation of the developed algorithm 
LCD set hidden

FalseM  
hidden
TrueM  

shown
FalseM  

shown
TrueM  M 

Collapsed building 0 509 3 120 632 
Evacuated building 0 67 2 261 330 
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