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Abstract. Surface electromyogram (SEMG) is an indicator of the underlying
muscle activity and can be useful for human control interface. One difficulty in
the use of SEMG for identifying complex movements is the mixing of muscle
activity from other muscles, referred to cross-talk. Similarity in frequency and
time domain makes the separation of muscle activity from different muscles ex-
tremely difficult. Independent Component Analysis (ICA) is a useful technique
for blind source separation. This paper reports investigations to test the effec-
tiveness of using ICA for such applications. It determines the impact of different
conditions on the reliability of the separation. The paper reports the evaluation
of issues related to the properties of the signals and number of sources. The pa-
per also tests Zibulevsky's method of temporal plotting to identify number of
independent sources in SEMG recordings. The results demonstrate that ICA is
suitable for SEMG signals when the numbers of sources are not greater than the
number of recordings. The inability of the system to identify the correct order and
magnitude of the signals is also discussed. It is observed that even when muscle
contraction is minimal, and signal is filtered using wavelets and band pass fil-
ters, Zibulevsky's sparse decomposition technique does not identify number of
independent sources.

1 Introduction

Blind Source Separation (BSS) by Independent Component analysis (ICA) is emerg-
ing as a new standard in signal processing and data analysis. ICA has received much
attention over the last years in the field of neural computations and bio medical sig-
nal processing due to its potential applications to the array signal processing such as,
separation of Biosignals especially SEMG. Research that isolates MUAP originating
from different muscles and motor units has been reported in 2004 [1], where success
is reported in the isolation of the different MUAP with applications for decomposing
the SEMG at low levels of muscle activation. Recently a denoising method using ICA
and high pass filter is used to suppress the interference of ECG in SEMG recorded
from trunk muscles has been reported [2]. ICA has also been proposed for unsuper-
vised cross talk removal from SEMG recordings of the muscles of the hand [3]. From
literature, ICA appears to be the emerging technology with solutions to most of the
requirements for filtering SEMG.
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Surface electromyography (SEMG) is a kind of non invasivd dgnamic mea-
surement of muscular function. It is a result of the supetjposof a large number of
transients that have temporal and spatial separation ghegmi-random. These tran-
sients are the motor unit action potentials (MUAP). SEMGrfrdifferent muscles that
need to be separated often have spectral overlaps and tkésrtiee use of spectral fil-
tering not suitable for separating the signals effectivélgvelets combine the temporal
and spectral properties and are suitable for separating sémhe signals that may not
be separable using spectral filtering, but are limited faticmous signals with spectral
overlaps. Further, the above techniques are suitable dmyhere is prior information
of the signals.

ICA is a multi dimensional signal processing technique tpasate signals from
different sources into distinct components. ICA algorithinave been considered to be
information theory based unsupervised learning ruleseGa/set of multidimensional
observations, which are assumed to be linear mixtures ofamk independent sources
through an unknown mixing source, an ICA algorithm perfomsearch of the de mix-
ing matrix by which observations can be linearly transladtefibtrm Independent output
components. It is a very convenient technique for sourcarsgipn as it requires very
little information of the sources or the signals to be sejgakaand with the availability
of easy to use software packages, is becoming very populaufoerous applications.
ICA can be employed in unsupervised situations and this makeery attractive for
number of applications. However, the success of using camynsed ICA algorithms
for signal separation is dependent on some properties Giginals and the recordings.
These include the linearity of the mixing medium, small sgn®ise, and the inde-
pendence of the underlying sources as well as the equityeafitimber of sources and
the number of recordings or sensors. Further, most of theté€hAniques available are
based on the assumption that there is no propagation delagn\afhy one of these is
not met, the output of that separation technique is quesiien The other assumption
that determines the suitability of ICA is that the numberairges need to be less than
or equal to the number of recordings.

When SEMG is recorded, most of the times the number of recgrchiannels cor-
respond to the active muscles being measured, with no spepeding to account for
the artefact. If the artefact was to be removed using ICA,sierce of the artefacts
would be another independent source, and in such a sityatiemumber of sources
would exceed the number of recordings. To overcome the dliffiof separation of
signals when the number of sources exceeds the number atinegs, an alternate to
the entropy based ICA is the use of blind source separationg wdustering. Zibul-
vesky et al. [4] showed that during the overcomplete casmfru of sources exceeds
number of recordings) audio recordings can be separatedakinmthe data sparse. It
is often the density of the SEMG that carries the informatieated to the activity of
the specific muscle and making it sparse may alter the infiomaontent of the sig-
nal. In applications where the muscle is weakly active aedsihnal strength is small,
this may provide a solution. This paper uses Zibulveskya sp decomposition tech-
nigue for SEMG to tests by making the data sparse whethepdssible to separate the
independent sources.
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2 Surface Electromyogram

Surface electromyography (SEMG) is the recording of thetatml activity of skeletal
muscle from the skin surface. It is a non-invasive recordihthe muscle activity and
finds application in sports training, rehabilitation, maehand computer control, occu-
pational health and safety, and for identifying postur@nisrs. There is a near linear
relationship between RMS of SEMG and the finger flexion-esitam- suggesting the
use of SEMG for bio-control for anthropomorphic tele-opera and Virtual Reality
entertainment [5]. There is useful information of the peostfrom the muscle activ-
ity of the lumbar muscles. SEMG amplitude and frequency hmen investigated as
indicators of localized muscular fatigue. Amplitude anédapal information of EMG
have also been exploited to estimate force of muscle cdidreand torque [6]. These
applications require automated analysis and classifitafiSEMG.

SEMG may be affected by various factors such as the muscteraggnumber of
active motor units, size of the motor units, the spatialitigtion of motor units); mus-
cle physiology (trained or untrained, disorder, fatiguerve factors (disorder, neuro-
muscular junction); contraction (level of contractioneef of contraction, isometric/non-
isometric, force generated); artefacts (crosstalk betwaascle, ECG interference),
and recording apparatus factors (recording method, nelisetrode’s properties, record-
ing sites). The anatomical/ physiological processes sagir@perties and dimensions
of tissues, and force and duration of contraction of the heumse known to influence
the signal. SEMG is also influenced by onset of muscle fatigne contraction of other
muscles in the close vicinity. Each of the factors can be asaicriterion to categorise
the input signal.

One property of the SEMG is that the signal originating frome enuscle can gen-
erally be considered to be independent of other bioelesigicals such as electrocar-
diogram (ECG), electro-oculargram (EOG), and signals fr@ighbouring muscles.
This opens an opportunity of the use of independent compametysis (ICA) for this
application.

2.1 ICA for SEMG Applications

Signals from different sources can get mixed during recgydOften it is required to
separate the original signals, and there is little inforamaavailable of the original sig-
nals. An example is the cocktail party problem. Even if themro (limited) information
available of the original signals or the mixing matrix, ipigssible to separate the origi-
nal signals using independent component analysis (ICA¢ucertain conditions. ICA
is an iterative technique that estimates the statistidgatlgpendent source signals from
a given set of their linear combinations. The process ire®ldetermining the mixing
matrix. The independent sources could be audio signals asisipeech, voice, music,
or signals such as bioelectric signals.

A number of researchers have reported the use of ICA for aéipgrthe desired
SEMG from the artefacts and from SEMG from other muscles. gtettails differ, the
basic technique is that different channels of SEMG recgslare the input of ICA al-
gorithm.The fundamental principle of ICA is to determine tin-mixing matrix and use
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that to separate the mixture into the independent compen€hé independent compo-
nents are computed from the linear combination of the remmbathta. The success of
ICA to separate the independent components from the mixtepends on the prop-
erties of the recordings. When examining the various attechppplications of ICA,
two properties of SEMG recordings appear important; (i) banof sources exceeding
number of recordings and (i) statistical properties. Eheg properties of SEMG are
examined below.

Number of Sources Exceed Number of Recordingd$¥hen SEMG is recorded, most
of the times the number of recording channels corresponidet@ttive muscles being
measured, with no spare recording to account for the attdfgbe artefact was to be
removed using ICA, the source of the artefacts would be amattdependent source,
and in such a situation, the number of sources would exceedumber of recordings.
Itis thus important to determine the conditions under wisieimdard ICA could be used
to remove artefacts from biosignal recordings when the rerrmbsources may exceed
the number of recordings. To analyse this, consider thefgetordings to be a vector
x and the pure signals (unknown) to be a vestarhen

X =As 1)

whereA is an unknown mixing matrix. The output of ICA algorithm is estimate of
un-mixing matrixwW so that

s=Wx

_WAs )

Itis evident thaWWA = |, identity matrix. If the number of recorded data is less than
the number of true independent sourcAdq not a square matrix), running standard
ICA on this kind of data will never give truly independent scet The estimated inde-
pendent components will be a mixture of those true indepsrsturces with element
of W as the scale factor. To prove the same, consider two chaar@idingsx of three
independent sourcessand express it as:

X1 = a1151 + a125 + 21353 )
X2 = 8151 + A28 + 233 (4)

Consider the estimated un-mixing matrix,
W = [W11W12; Wa1Woo] (5)

generated using standard ICA algorithm on that data. Theattd independent com-
ponents can be written as:

€51 = W11X1 + Wi2X2
=w11(a1151 + a12% + @13S3) (6)
+Wi2(a2151 + @225 + a23S3)
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€Sy = WorX1 + Wpox2
= Wp1a11S1 + a12% + 813%3) (7)
+Wa2(a2151 + @225 + @23S3)

If none of the coefficient of mixing matrik is zero means that all three sources are
present in both mixtures; andx, As A is a full rank matrix, then there is no column
or row dependency. Under these conditions, there ig/nthat will be able to isolate
one source from others. The only possible way that the estuonautput would look
very similar to one of the independent sources is when iteesponding magnitude is
higher than others. Since the number of actual independemtas of SEMG signal
recorded from electrode is unknown (and is believed to beypatandard ICA will
not be suitable for applications except when the magnitdd®me of the sources is
comparatively much higher.

Statistical Properties of SEMG RecordingsSignals from Gaussian sources cannot be
separated from their mixtures using ICA [7], making sucnalg unsuitable for ICA
applications. Mathematical manipulation demonstratasah matrices will transform
this kind of mixtures to another Gaussian data. However, @lsfeviation of density
function from Gaussian may make it suitable as it will pre&vsbme possible max-
imization points on the ICA optimization landscape, mak{gussianity based cost
function suitable for iteration. If one of the sources hasdity far from Gaussian, ICA
will easily detect this source because it will have a higheasure of non Gaussianity
and the maxima point on the optimization landscape will lghéi. If more than one
of the independent sources has non Gaussian distributiose twith higher magnitude
will have the highest maxima point in the optimization lacaise. Given a few signals
with distinctive density and significant magnitude diffece, the densities of their lin-
ear combinations will tend to follow the ones with higher ditope. Since ICA uses
density estimation of a signal, the components with dontimimsity will be found
easier.

Signals such as SEMG have probability densities that amedio Gaussian while
artefacts such as ECG and motion artefacts have non Gautsiehutions. From the
above, it can be suggested that ICA may suitably isolate sufitiee above signals,
while its efficacy for separating the others maybe queskitmnat is difficult to identify
the quality of separation of EMG from one muscle and the r@ghing muscles, or
that of EEG from one channel to the neighbouring recorditessmaking it difficult to
confirm or negate the above.

3 Sparse ICA

Sparse representation of signals which is modeled by miaicborisation has been re-
ceiving great deal of interest in recent years. The reseawoimunity has researched
many linear transforms that make audio, video and imageseatese, such as the dis-
crete cosine transform (DCT), the Fourier transform, theela transform and their

derivatives [8]. Chen et al. [9] discussed sparse repratens of signals by using large
scale linear programming under given over complete badis, (gavelets). Olshausen
et al. [10] represented sparse coding of images based ommuaxposterior approach
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but it was Zibulvesky et al. who noticed that in the case offspaources, their lin-
ear mixtures can be easily separated using very simple "g&a@halgorithms. Sparse
representations can be used in blind source separation. Wbesources are sparse,
smaller coefficients are more likely and thus for a given daimnt t. if one of the
sources is significantly larger, the remaining ones ardylite be close to zero. Thus
the density of data in the mixture space, besides decreasihdghe distance from the
origin shows a clear tendency to cluster along the direstafthe basis vectors. Spar-
sity is good in ICA for two reasons. First the statistical@ecy with which the mixing
matrix A can be estimated is a function of how non-Gaussian the salistriébutions
are. Thus, roughly speaking the sparser the sources aregheldta is needed to esti-
mateA. Secondly the quality of the source estimates gi&eis also better for sparser
sources.

A signal is considered sparse when values of most of the ssngblthe signal do
not differ significantly from zero. These are from sourceat tire minimally active.
Zibulevsky et al. have demonstrated that when the signalsparse, and the sources
of these are independent, these may be separated even veéhaartiber of sources
exceeds the number of recordings [4]. The over-completgdtion suffered by nor-
mal ICA is no longer a limiting factor for signals that are yesparse. Zibulevsky also
demonstrated that when the signals are sparse, it is pessidetermine the number of
independent sources in a mixture of unknown signal numli@ms. application where
the use of blind source separation for SEMG is required iswthe signal strength is
very small, and the sources are minimally active, such amglumaintained posture.
This leads to the argument of the use of Zibulevsky’s ICA tighe to separate muscle
activity originating from muscles that are minimally a&tivt also provides the basis
for identifying the number of active independent sourceth@émixture to validate the
use of ICA for SEMG application.

3.1 Identification of Sources using Plotting of Sparse Data

Zibulvesky et al. developed a simple probabilistic method dver determined ICA
source separation. For a more general case they used maxapasteriori approach
which includes the situation of over complete dictionarg amore sources than sen-
sors. They have also demonstrated the combination of clugtand shortest path de-
composition technique to be faster and more robust. Thigimed| the estimation of
the mixing matrix before hand by clustering and then regoictibn of the sources by
shortest path decomposition. They demonstrated the s&pacd up to six different
audio sounds mixed into two mixtures (recordings). Duringintained posture of the
unloaded hand, muscles are minimally active and the SEM@akigfrength is very
small. Hence SEMG is expected to be sparse in these corglifidre plotting of the
recording against each other would be expected to demtati@number of indepen-
dent sources. As the first stage, it is necessary to sulitiaelgry transform and filter the
signals to ensure the signals are sufficiently sparse. Tdremaumber possible methods
that are available. Most common one is spectral filterindnefdata for the signal to be
sparse in the time domain. The filter properties such as émgyuand order needs to be
selected according to the frequency content of the sigyaically, while maintaining
the properties of the original signal, and desiring to mdileesignal sparse, filtering is
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performed where approximatelyd.or 12% of the signal is removed and 85% to 90%
of the energy of the original data is kept. The signal may bés6ltered in time domain
by applying a threshold function to the signal data.

4 Methodology

4.1 Experiment

The experiment was conducted where Zibulevsky's technicagapplied to SEMG of
minimally active muscles to determine the number of distindependent sources in
the mixture, thus establishing whether this test could leel @isr isolating muscle activ-
ity from different muscles.The experiments were approwethe Human Experiments
Ethics Committee of the University. A male subject partitgd in the experiment.
The experiment used 2 channel EMG configurations as per toemaended recording
guidelines. A two channel, continuous recording BIO PACipoent was used for this
purpose. Raw signal sampled at 2000 samples/ second wasleédcd he target sites
were shaved to remove hairs and cleaned with alcohol wetswaldAgCl electrodes
(AMBU Blue sensors from MEDICOTEST, Denmark) were mountedappropriate
locations close to the selected muscles in the right foredire SEMG was recorded
from muscles of the right arm while performing simple fingesture (gesture), where
the muscles were minimally activated at approximately 5%imam voluntary con-
traction (MVC). The aim of the experiment was to determireeeffectiveness of using
Zibulevsky's technique where the signals (SEMG recordingsime domain are plot-
ted against each other to identify number of independentesstin the mixture that is
the muscle activity.

4.2 Analysis

The aim of this experiment was to justify the underlying thyeof the use of ICA
for separation of the EMG signals. This will determine ifstappropriate to assume
that the sources of MUAPs can be considered as independanthiB purpose, the
SEMG recordings were first made sparse. The recorded sigratbs analysed using
MATLAB software. The aim was to make the data sparse. Thedigmwere initially
filtered with Butterworth filter of order four so that the eggof the signal after filtering
was maintained at 90%. Corresponding histograms wereeglattd compared with the
original histograms to make sure that they maintain the gjaogy as shown in Figure
(1) and Figure (2). Scatter plotting was done by the resutfparse signals. These were
visually observed to identify the number of sources.

5 Results and Observations

The SEMG data was made sparse by band pass filter. Figured Biguare (2) shows

the histograms for both original and sparse data. Figursh@ys the scatter plot of the
sparse recorded SEMG signals. From the scatter plot it caisbalised that there are
no distinguishable lines in the directions of the basis mesgtwhich shows that even
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Fig. 1. Example of one Channel EMG Recording of finger movements and thedtisns.
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Fig. 2. Two Channel Sparse EMG Recordings and the respective Histograms.
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when SEMG is recorded from minimal contraction and filtetbd,data is not suitable
to determine the number of independent sources in SEMGdgs.

The sparseness of the SEMG recordings is observed fromgtegham plot. While
the original data was modestly sparse, the signal was made sparse after filtering,
where nearly 12% of the energy was removed (based on 1 sidinayesults demon-
strate that sparse decomposition technique is not ableeotifgling the independent
sources in SEMG recordings. This could suggest that eitfeesignal was not sparse
enough even after the filtering, or the sources are not indégre, or the number of
sources was very large.

x10~

-8 L L L L
-0.015 -0.01 -0.005 0 0.005 0.01

Fig. 3. Scatter plot of Sparse data using Zibulevsky's Sparse Decompositibmiteie.

6 Discussions and Conclusion

The results of the experiments demonstrate that using &bll/’s sparse decompo-
sition technique, it is not possible to determine the nundféndependent sources in
SEMG recordings. The reason for this could be either becthexe are very large
numbers of independent sources, or that SEMG signal, evextraimely low levels of
contraction and after filtering, is not sparse enough. Froeabove, it is concluded
that Zibulvesky’s Sparse Decomposition technique caneatded for the separation of
SEMG signals.
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