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Abstract: Until now, there has been no objective measure for the quality of mosaic images or mosaicking algorithms.
To mend this shortcoming, a new method is proposed. In this new approach, the algorithm that is to be tested,
acquires a set of synthetically created test images for constructing a mosaic. The synthetic images are created
from a reference image that is also used as a basis in the evaluation of the image mosaic. To simulate the
effects of actual photography, various camera-related distortions along with perspective warps, are applied to
the computer-generated synthetic images. The proposed approach can be used to test all kinds of computer-
based stitching algorithms and presents the computed mosaic quality as a single number.

1 INTRODUCTION

Image stitching is a method for combining several im-
ages into one wide-angled mosaic image. Computer-
based stitching algorithms and panorama applica-
tions have been used widely for more than ten years
(Davis, 1998), (Szeliski, 1994). Although it is ev-
ident that technical improvements have taken place
in computer-based image stitching, there has been
no objective measure for proving this trend. Subjec-
tively, it is relatively easy to say whether a mosaic
image has flaws or not (Su et al., 2004), but analyzing
the situation computationally is not straightforward at
all.

If we assume that we have a mosaic image and
wish to evaluate it objectively, the first arising prob-
lem is usually the lack of a reference image. Even
if we had a reference image of the same scene, we
would generally notice that it did not have exactly
the same projection as the mosaic image, therefore
making pixel-wise comparison impossible. Also, it
may happen that between taking the hypothetical ref-
erence image and the narrow-angled mosaic image
parts, the scene might have changed somewhat, mak-
ing the comparison unfit.

In this text a method is described to overcome
these problems, but before going deeper into the
topic, some terms need to be agreed upon. From here

on, the narrow-angle images that are consumed by a
stitching algorithm, are called source images. Also,
we will call the group of source images a sequence,
even if the source images are stored as separate image
files. It is worth mentioning that the source images
are given to the stitching algorithm in the same order
as they have been created.

To be able to create a method of evaluating mo-
saics, we have to know what kinds of errors exist in
mosaic images. Flaws that we will call discontinuities
are caused by unsuccessful registration of source im-
ages. Apart from completely failed registration, the
usual cause of these kinds of errors is the use of an
inadequate registration method. For example, if the
registration method of a stitching algorithm is unable
to correct perspective changes of the source images
to the mosaic, the mosaic will have noticeable bound-
aries.

Blur is a common flaw in most imaging occasions
and may be caused by the imaging device or by ex-
trinsic causes, e.g. camera motion. In mosaicking,
blur can also be caused by inadequate source image
blending.

Object clipping happens when the location of an
object changes in the view of the camera between the
source image captures. In a practical image mosaic, a
common clipped object is for example a pedestrian.

The final mosaic flaw introduced here can only be
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Figure 1: Block diagram of mosaic quality evaluation.

considered an error in its most dramatical forms: in-
tensity changes result from the source frame blend-
ing process, when the stitching algorithm balances the
brightnesses of different source images to fade the in-
tensity differences that exist between source images.
A summary of mosaic flaws is shown in Table 1.

2 RELATED WORK

Until this date, only a few publications have addressed
the topic of computational mosaic quality assessment.
Marzotto (Marzotto et al., 2004) developed a method
of super-resolution video mosaicking and estimated
the quality of the results by measuring the amount of
blurring. Clearly this approach is not capable of notic-
ing registration errors. Feldman (Feldman and Zomet,
2004) has also considered the quality of image mo-
saics, but his approach is limited to multi-perspective
mosaics.

Swaminathan et al. (Swaminathan et al., 2003)
have developed a metric to quantify effects of projec-
tive distortions in non-single viewpoint imaging, like
mosaicking. This method does not address the ques-
tion of registration or blending quality, but assumes
that the mosaics are created without errors. Further-
more, the application of this method requires some
knowledge about the structure of the scene that is de-
picted in the mosaic. Bors (Bors et al., 1997) has also
analyzed perspective distortions, but the method is ap-
plied to image sequences that are taken from cylindri-
cal surfaces.

3 OUR APPROACH

Our approach to measure the performance of mo-
saicking algorithms was motivated by the intention to
eliminate all possible sources of disturbances in the
quality assessment. To make the testing process as
controllable as possible, we have chosen to simulate
the generation of source images (i.e. the imaging pro-
cess). Practically this is achieved by using a reference

image that acts as a real world scenery in the test en-
vironment. Next, a sequence of source images is cre-
ated from the reference image, as if photographing a
view by multiple shots that cover different areas of the
scenery. For every captured source image, a selected
group of common imaging distortions are applied to
simulate real-world shooting conditions.

We assume that the stitching algorithms are com-
pletely automatic and produce mosaic images from
the sequences that they receive. The generated se-
quence is handed over to the stitching algorithm that
is chosen to be tested. After the mosaicking algorithm
has processed the sequence, a mosaic image and a ref-
erence image that depict the same view are available.
However, there exist changes in intensity and projec-
tion between the mosaic and the reference image.

To make the pixelwise comparison of the two im-
ages possible, the mosaic and the reference image
need to be brought to the same coordinate frame.
This is done by non-rigid image registration. After
the registration, the images can be compared with a
selected full-reference quality assessment algorithm
(Wang et al., 2004). A block diagram of this process
can be seen in Figure 1.

One fundamentally difficult matter in this ap-
proach is the disambiguation between accepted shape
variance of mosaics and erroneous discontinuities.
The shape of the mosaic should not affect the outcome
of quality assessment, but discontinuities should be
noticed. The difference between acceptable mosaic
shape variations and discontinuities is not exact and
must therefore be imposed. In this approach the line
between an acceptable shape variation and a discon-
tinuity is drawn by the registration algorithm: if the
curvature in the mosaic can not be modeled by the
registration algorithm, it will be marked as a discon-
tinuity. As we will see in the practical tests, this par-
tially artificial definition agrees well with the impres-
sions we get by visually inspecting the results.

3.1 Creating Source Image Sequences

The method of creating source images described here
can be thought to produce images from a situation,
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Type of Error Cause
Discontinuity Failed or inadequate source image registration

Blur Shooting conditions, unfit blending, lens distortions
Object Clipping Moving object in source image ignored
Intensity Change Color balancing between mosaic parts

Figure 2: The simulated imaging environment.

where the camera is at some fixed distance from the
reference image that appears as a plane in 3D-space.
(See Figure 2). As a result, perspective distortions
appear in the source images. In literature this is called
the pinhole camera model (Jähne, 1997).

Images that are normally delivered to a stitching
algorithm for mosaicking have several kinds of distor-
tions caused by the camera and shooting conditions.
Real-world camera lenses cause vignetting and radial
distortions to the image (Jähne, 1997). If the user
takes pictures freehand, the camera shakes and may
cause motion blur to the pictures. Also, it is com-
mon that the camera is slowly rotated from one frame
to another when shooting many pictures of the same
scene. Finally, cameras tend to adapt to lighting con-
ditions by changing exposure times according to the
brightness of the view that is shown through the cam-
era lens.

The frames are created by panning the simulated
camera view over the reference image in a zig-zag
pattern and by taking shots with a nearly constant in-
terval (see Figure 3). The camera jitter is modeled
by random vertical and horizontal deviations from the
sweeping pattern along with gradually changing cam-
era rotation. Motion blur caused by camera shak-
ing is simulated by filtering the source image with a
point-spread function consisting of a line with random
length and direction.

Camera lens vignetting is implemented by mul-
tiplying the source image with a two-dimensional
mask, that causes the image intensity to dim slightly
as a function of the distance from the image center.
Radial distortions are created by a simple function
that is given in equation 1.

dn = d + kd3, (1)

where

d is the distance from the image center,
dn is the new distance from the center and
k is the distortion strength parameter.

The radial distortion is applied by calculating a
new distance for every pixel from the image center
in the source image. The result of this warp is a bar-
rel distortion if the constant k is positive. Finally, the
simulated differences in exposure time are applied to
the source image by normalizing the mean of the im-
age to a constant value. Figure 4 shows the effect of
each step in this simulated imaging process.

The source image sequence is recorded as an un-
compressed video clip by default, but can of course
be converted to other forms depending on the required
input type of the algorithm that is chosen for testing.

3.2 Mosaic Image Registration

The stitched mosaic image and the reference image
have different projections because the stitching soft-
ware has had to fit together the source images that
contain non-linear distortions. The mosaic image has
to be registered to the coordinates of the reference im-
age to make the comparison eligible.

For this purpose we selected a SIFT-based (Lowe,
2004) feature detection and -matching algorithm1,
that produced around one thousand matching feature
points for each image pair in our tests. An initial
registration estimate is calculated by a 12-parameter
polynomial model, after which definite outliers are
removed from the feature point set. The final regis-
tration is made by the unwarpJ -algorithm (Sorzano
et al., 2005) that is based on a B-spline deformation
model. It is evident that the success of image registra-
tion is a most important factor to ensure the eligibility

1http://www.cs.ubc.ca/ lowe/keypoints/
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Figure 3: Camera motion pattern over a reference image
and a quadrangle depicting the area included in an arbitrary
source image.

called Mobile Stitcher. The algorithms were tested by
three different video sequences that were created from
the images shown in Figure 5.

Each algorithm was tested with the three se-
quences. Results of subjective mosaic evaluation and
quality indexes provided by our algorithm are visible
in Table 2. A detailed analysis concerning one of the
sequences can be found in the caption of Figure 7.
The other results are only shown as pictures due to
space constraints.

We can notice from the results that the acquired
quality indexes are not comparable from one se-
quence to another. The focus of this testing was not to
sort the tested algorithms to some order of quality, but
to simply show what kinds of results can be achieved
with our testing method. When the similarity indexes
were calculated, 50 pixels from each image border
were omitted, since the non-linear registration algo-
rithm was often a bit inaccurate near image borders.

UBC Autostitch acquired the best results from
each test, which can also be detected visually, since
the results are practically absent of discontinuities.
The Surveillance Stitcher acquired second best re-
sults, although most of its results had slight disconti-
nuities. The Mobile Stitcher performed worst in these
tests, which is easily explained by the fact that the al-
gorithm is the only one of the three that uses an area-
based registration (Zitová and Flusser, 2003) method
and thus is unable to correct perspective distortions.

Figure 8 shows a mosaic that was created by Au-
tostitch along with some modified versions of the mo-
saic. The figure depicts how different kinds of mo-
saicking errors affect the similarity map and the nu-
merical quality of the mosaic. A more detailed expla-
nation can be found in the caption of Figure 8.

A slight setback in the testing was to notice that
the currently used registration method proved to be
inaccurate in one occasion. In Figure 8 each similarity
map indicates that something is wrong in the right end
of the building. However, visual inspection reveals no
problems. The reason behind the indicated difference
is effectively a misalignment of a few pixels. This
should obviously be corrected in the future.

5 CONCLUSION

We have presented a novel way to measure the perfor-
mance of stitching algorithms. The method is directly
applicable to computer-based algorithms that can cre-
ate mosaic images from source image sequences.

The method could be improved by using depth-
varying 3D models, which would test the algorithms’
abilities to cope with effects of occlusion and paral-
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Algorithm Pattern Facade Graffiti
UBC Autostitch 0.81 (7), blur, slight discont. 0.89 (8), blur 0.76, blur
Mobile stitcher 0.80 (7), discontinuities 0.68, discontinuities 0.65, discontinuities
Surveillance stitcher 0.75 (7), blur, discont. 0.86, blur, slight discont. 0.72 (6), blur, discont.

lax. Also, the presence of moving objects could be
simulated in future versions of the testing method.
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Figure 4: The six phases of applying distortions to source images. From left to right and from top to bottom: perspective-
warped part of reference image, barrel-distorted, motion blurred, rotated, cropped result with mean normalized, cropped result
with vignetting. Notice that the distortions are accumulative.

Figure 5: Used reference images. Figure 6: Mosaic registration.
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Figure 7: The left column shows mosaics created by three different mosaicking algorithms and the right column shows the
corresponding similarity maps. From the similarity maps we can see the locations of stitching errors as dark areas. The blur
that is present in every mosaic can be seen in the similarity maps as dark object outlines. The top row shows the results of
Autostitch. We can see that the overall quality is all right, yet there is a dark area in the right border. With careful inspection we
notice that this is caused by the area near the letter ’B’, that is distorted. The middle row shows the results of the Surveillance
Stitcher. It can be easily detected that the dark area near the bottom-right corner is caused by severe discontinuities that also
reflect to the areas left of the distortion. The pictures in the lowest row are produced by the Mobile Stitcher. The Mobile
Stitcher is not capable of correcting flaws caused by perspective distortions, and therefore contains problematic areas here and
there. For example below the rightmost flower, there is a discontinuity that is marked as a black area in the similarity map.
The same applies for example at the top-right corner that is quite jagged. The Mobile Stitcher has also left considerable holes
to the mosaic near the borders.
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Figure 8: A demonstration of the effect of stitching errors to the similarity map. The topmost row shows the already registered
mosaic created by Autostitch, which is of good quality (similarity index 0.89). In the middle row the mosaic created by
Autostitch was tampered manually before registration so that a discontinuity appears in the lower half of the image. Then
this modified mosaic was registered against the reference image and the similarity map was calculated. As we can see, the
discontinuity has made the corresponding area black in the similarity map (similarity index 0.83). In the lowest row of the
figure the roof triangle of the building has been manually blurred before registration. In the similarity map the roof triangle
appears darker (similarity index 0.85). The rightmost part of the visible building appears dark in every similarity map. This is
caused by an inaccuracy in the registration algorithm that maps the mosaic to the reference image.
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