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Abstract: In this paper we propose a complete real-time model-based tracking system for piecewise-planar objects which
combines template-based and feature-based approaches. Our contributions are an extension to the ESM algo-
rithm (Benhimane and Malis, 2004) used for template-based tracking and the formulation of a feature-based
tracking approach, which is specifically tailored for use in a real-time setting. In order to cope with highly
dynamic scenarios, such as illumination changes, partial occlusions and fast object movement, the system
adaptively switches between the template-based tracking, the feature-based tracking and a global initializa-
tion phase. Our tracking system achieves real-time performance by applying a coarse-to-fine optimization
approach and includes means to detect a loss of track.

1 INTRODUCTION

Tracking lays the foundation for many application
areas, including Augmented Reality, visual servo-
ing and vision-based industrial applications. Conse-
quently, there is a huge amount of related publica-
tions. The methods used for real-time 3D-tracking
can be roughly divided into four categories: Line-
based tracking, template-based tracking, feature-
based tracking and hybrid approaches.
Line-based tracking requires a line model of the
tracked object. The pose is determined by matching
a projection of the line model to the lines extracted
in the image. One of the first publications in this
field was (Bouthemy, 1989). Recently a real-time line
tracking system which uses multiple-hypothesis line
tracking was proposed in (Wuest et al., 2005). The
main disadvantage of line tracking is that it has severe
problems with background clutter and image blurring
so that in practice it cannot be applied in the applica-
tions we are targeting.
Template-based tracking fits better into our scenarios.
It uses a reference template of the object and tracks it
using image differences. This works nicely for well-
textured objects and small interframe displacements.
One of the first publications on template-based track-

ing (Lucas and Kanade, 1981) was using the optical
flow in order to recover the translations in the image
plane of the tracked objects. In order to improve the
efficiency of the tracking and to deal with more com-
plex objects and/or camera motions, other approaches
were proposed (Hager and Belhumeur, 1998; Baker
et al., 2001). In (Baker and Matthews, 2001) the au-
thors compare these approaches and show that they
all have an equivalent convergence rate and frequency
up to a first order approximation with some being
more efficient than others. A more recently sug-
gested approach is the Efficient Second Order Min-
imization (ESM) algorithm (Benhimane and Malis,
2004), whose main contribution consists in finding
a parametrization and an algorithm, which allow to
achieve second-order convergence at the computa-
tional cost and consequently the speed of first-order
methods.
Similarly to template-based tracking feature-based
approaches also require a well-textured object. They
work by extracting salient image regions from a ref-
erence image and matching them to another image.
Each single point in the reference image is compared
with other points belonging in a search region in the
other image. The one that gives the best similarity
measure score is considered as the corresponding one.
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where K are the intrinsic parameters of the camera.
The basic cost function used for template-based track-
ing is defined as follows: Let I ∗ be the reference
image and I the current image. Further let p be the
pixel coordinates of the pixels in the reference image
and T̂ an initial pose estimate for the current image.
Our goal is to estimate an incremental pose update
T(x) with x the parameter vector encoding rotation
and translation. Let w be the warping function. The
cost function is then given as:
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Due to the virtues of the parametrization it is possi-
ble to only evaluate a Jacobian, which depends on
the reference image and the current image, and still
achieve second order convergence (Benhimane and
Malis, 2004).

3 PROPOSED SYSTEM

An overview of the proposed system as a finite state
machine (FSM) is given in Figure 1.
The system starts with an initialization phase, which
will be described in section 3.2. It then uses the
template-based tracking algorithm to track the object
as explained in section 3.3. In the event that template-
based tracking fails the feature-based tracking, as de-
scribed in section 3.4, is used. If the feature-based
tracker is unable to recover the pose within a certain
number of attempts the initialization is invoked again.
Section 3.5 describes the transitions of the FSM and
the reasoning behind them.

3.1 Required Information

In our system we use a textured 3D model of the
object. This model can either be created manually
or semi-automatically with commercially available
products. One point to note is that it is advisable
to use the same camera for texturing the model and
for tracking, because this minimizes difficulties due
to different image quality and image formation con-
ditions.
For the initialization registered images of the object,

Figure 1: Overview of the proposed tracking system.

called keyframes, are required. They can be created
directly from the textured model by rendering it from
different views.
If the real-world metric pose is required, the correct
intrinsic camera parameters have to be provided.

3.2 Initialization

Initialization is performed using Randomized Trees.
The Randomized Trees algorithm requires a reference
image of the object in order to learn the appearance of
the feature points. When initializing, features are ex-
tracted from the current image and matched to the fea-
tures extracted in the keyframe. The pose can then be
estimated from the 3D object points and correspond-
ing 2D feature points in the current image.
Since the tracker is using a textured model of the ob-
ject the accuracy of the initial pose estimation is not
very critical. If on the other hand the reference tem-
plates used for tracking were extracted from the cur-
rent image, the precision of the initialization proce-
dure would be a major issue, because the quality of
the tracking result depends directly on the quality of
the templates used for tracking. Hence we decided
to directly use the templates taken from the textured
model in our system.

3.3 Template-based Tracking

We use the ESM algorithm for template-based track-
ing. The object is tracked using this method until a
loss of track is detected, in which case the feature-
based tracker is invoked.

3.3.1 Reference Patch Extraction

The textures of the reference patches, which are re-
quired for tracking, are taken from the textured model.
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query extension to test which
patches are visible and which are occluded. The visi-
bility test is performed for each frame using the pose
estimated in the previous frame. Thanks to the oc-
clusion query extension the visibility test can be per-
formed very fast, so that it does not interfere with the
tracking performance.

3.3.3 The Extended Esm Algorithm

We extended the formulation of the ESM algorithm as
given in section 2. This extension is required since in
the original formulation it is implicitly assumed that
all reference patches come from the same image, i.e.
they were extracted in the same coordinate system.
However, this is not possible when using the rendered
patches, since each patch is seen under a different
pose. For instance the front and back face of a cube
can not be seen at the same time. Hence it would be
impossible to track all the patches in the same coor-
dinate system. This would mean that each patch had
to be tracked independently without considering the
constraints imposed by the object geometry. To over-
come this problem the pose T̃k under which the refer-
ence patch was extracted has to be incorporated into
the algorithm. This leads to the modified cost func-
tion:

f (x) = ∑
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In order to speed up the optimization, we start at

the highest scale level (lowest resolution) and opti-
mize the cost function on this level until convergence

is achieved or until the maximum number of itera-
tions has been exceeded. If the optimization con-
verges before the maximum number of iterations has
been reached it is restarted on the next scale level with
the pose estimated on the previous level. This is con-
tinued until the lowest scale level (highest resolution)
is reached or the maximum number of iterations is ex-
ceeded.

3.3.4 Loss Of Track

Determining when the tracker lost the object is im-
portant in order to switch to the feature-based track-
ing algorithm. In our system this is accomplished
by computing the normalized cross correlation (NCC)
between the reference patch I ∗k and the current patch
Ik after the end of the optimization for all visible
patches. The NCC between two patches is defined
as:

NCC(I ∗k ,Ik) =
∑pk

(I ∗k (pk)−µ∗k)(Ik(pk)−µk)
N2

k σ∗kσk
(5)

where Nk is the number of pixels of each patch, µ∗k and
µk are the mean pixels intensities and σ∗k and σk their
standard deviations.
If the NCC of a patch falls below a certain threshold,
it is excluded from the tracking. If all the patches
fall below the threshold the feature-based tracker is
invoked.

3.4 Feature-based Tracking

In the event that the template-based tracker fails, the
feature-based tracker is invoked. For our feature-
based tracking approach we extract Harris cor-
ner points on the same reference patches used for
the template-based tracking and subsequently match
them to the current patch (i.e. the patch as seen in the
current image) using NCC. Because NCC is not scale
and rotation invariant a method had to be devised to
ensure that the two patches will be seen under almost
identical poses.
This is achieved as follows: Since the pose T̃k un-
der which the reference patch k and hence the feature
points were extracted is known, it is possible to de-
termine the homography by which the current image
has to be warped to obtain the reference patch. How-
ever since the object pose in the current image is not
known, the pose T̂ recovered in the previous frame is
used as an approximation. Hence the current image
has to be warped with the homography:

H =
(

H(T̂T̃−1
k )

)−1
(6)
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(a) Sequence 1

(b) Sequence 2

Figure 2: Ground-truth motion in synthetic sequences (solid = x-axis, dotted = y-axis, dashed = z-axis).

(a) Extended ESM

(b) Features

(c) Proposed Approach

Figure 3: Absolute error on synthetic sequence 1.

(a) Extended ESM

(b) Features

(c) Proposed Approach

Figure 4: Absolute error on synthetic sequence 2.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 5: Results on real data under different conditions such as illumination changes and occlusions.
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