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Abstract: TOF chips enable the acquisition of distance information via the phase shift of a reference signal and the ref-
erence signal reflected in a scene. Transmitting the reference signal via the light conductor of an endoscope
and mounting a TOF chip distally enables the acquisition of distance information via an endoscope. The hard-
ware combination of TOF technology and endoscope optics is termed Multisensor-Time-Of-Flight endoscope
(MUSTOF endoscope). Utilizing a MUSTOF endoscope in the context of NOTES procedures, enables the
direct endoscopic acquisition of 3-D information (NOTES3D). While hardware issues are currently under in-
vestigation, an algorithmic framework is proposed here, dealing with the main points of interest: calibration,
registration and reconstruction.

1 INTRODUCTION

The expanding possibilities in endoscopic and laparo-
scopic surgery have reached the point where many
procedures can now be performed in a minimally in-
vasive manner. This is enforced by the rapid develop-
ment of computer assisted surgery (Feußner, 2003). It
could possibly be performed without skin incisions.
The natural orifices may provide the entry point for
surgical interventions in the peritoneal cavity. Enter-
ing through an incision in the digestive tract such as
the stomach or colon will avoid abdominal wall inci-
sions. 14 leaders from the American Society of Gas-
trointestinal Endoscopy (ASGE) and the Society of
American Gastrointestinal and Endoscopic Surgeons
(SAGES) met on July 2005 and agreed that Natural
Orifice Translumenal Endoscopic Surgery (NOTES)
could offer significant benefits to patients such as less
pain, faster recovery, and better cosmesis than current
laparoscopic techniques (Rattner et al., 2006).

A potential barrier to clinical practice is the miss-
ing knowledge of spatial orientation and exact endo-

scope position during the operation. Many NOTES
procedures will be performed with the endoscope in a
retroflexed position and require secondary access sites
creating situations in which the image is upside down
and an offaxis manipulation is required. Potential
solutions include incorporating visualization, recon-
structed images, registeres volumes, Augmented Re-
ality or the use of multiple cameras to achieve the ap-
propriate inline view of the working area. If the prin-
ciples learned in advanced laparoscopic operations
are applicable to NOTES, orientation and knowledge
of precise position will be a fundamental requirement
for any NOTES surgical system. Online 3-D informa-
tion registered with preoperative CT or MR data may
provide information on position and orientation of the
endoscope.

One possibility to face this challenge is to ac-
quire 3-D information from endoscopic images. Or
even better: to acquire the 3-D information directly
via the endoscope. Making an endoscope actually
seethree-dimensionally will constitute a significant
step towards the information necessary to meet the re-
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quirements of NOTES procedures. Considering this
new option of acquiring data via an endoscope, the
term NOTES3D was chosen.

2 STATE OF THE ART

Acquiring 3-D information from endoscopic images
is usually done during an off-line routine, i.e. an im-
age sequence is recorded and subsequently processed
to get the desired information about the operation area
(Vogt et al., 2005; Thormählen et al., 2002).

Some systems can provide 3-D information which
can be used to registrate it with preoperative data and
subsequently provide Augmented Reality (Milgram
and Colquhoun, 1999; Vogt et al., 2004; Olbrich et al.,
2005; Vogt, 2005).

TOF technology enables the direct acquisition of
the distance information about a world point which is
projected on a sensor element (Schwarte et al., 1999).
Currently, framerates≥12 fps are achieved by TOF
cameras.

TOF cameras illuminate the scene actively with an
optical reference signal. By Smart Pixels, which are
integrated into the TOF camera chip (TOF chip), the
reflected optical wave is analysed and for each pixel
the phase shift compared to the reference signal is es-
timated. Assuming a constant speed for the spread
of the signal the phase shift is directly proportional
to the distance of a point in the recorded scene. Cur-
rently, lateral resolutions of up to 140×170 pixel and
z-resolutions of 1 mm are available. Simultaneously
to the phase delay, the amplitude of the reflected op-
tical wave is estimated. This information provides a
gray-scale image of the scene, with the reflectivity of
the material being encoded in the gray-values. We
will reference the information of amplitude and dis-
tance data as oneframe acquired with a TOF cam-
era. It will become clear from the context whether we
use the distance and/or amplitude data of the current
frame.

Minimally invasive surgery and especially
NOTES extensively uses endoscopes as image
acquisition devices. An endoscope fulfills two main
tasks: it enables the transmission of optical signals
(for illumination purposes) into the operation area
via fiber optic cables; and it enables the transmission
of optical signals from the operation area to the
distally mounted endoscope camera (equipped with
a CCD chip) using a system of only lenses (rigid
endoscopes) or lenses and fiber optic cables (non-
rigid endoscopes). Based on these image acquisition
devices and benefitting from the development of
adequate surgical devices the field of minimally

invasive surgery subsummarizes a wide field of
surgical operations today.

The image acquisition technique applied in en-
doscopes fits the requirements for a TOF based dis-
tance measurement. By transmitting the optical ref-
erence signal via the light fibre cables as well as the
cold daylight which is commonly used for illumina-
tion purposes and distally mounting a TOF chip as
well as a CCD chip the acquisition of image and dis-
tance data is possible. The TOF chip evaluates the
reflected reference signal and provides distance in-
formation; the CCD chip provides a color image of
the operation area based on the cold daylight. Con-
sidering the basic techniques applied in this endo-
scope, the name Multisensor-Time-Of-Flight endo-
scope (MUSTOF endoscope) will be used further.

Considering this hardware configuration, which
is currently intensively investigated for optimization
purposes, an algorithmic framework for the handling
of this multisensor system is required. First, a model
of the multisensor system is presented. Second, algo-
rithms for the basic requirements (calibration, regis-
tration, reconstruction) are proposed.

3 MODEL DESCRIPTION

The amplitude value acquired with a TOF camera at
pixel (i, j) is denoted withai, j . The corresponding
distance value measured inmm is denoted withdi, j .
The color value in the CCD camera at position(i, j)
is denoted withpi, j . TOF camera and CCD camera
are modeled as pinhole cameras. The intrinsic para-
meters (f : focal length,(cx, cy): principal point) and
the extrinsic parameters (R∈ R

3×3: rotation matrix,
t ∈ R

3: translation vector) are denoted as given for
the CCD camera and denoted with a′ for the TOF
camera.
Using homogenous coordinates (indicated by) a 3-D
point q is projected to the CCD camera pixelp, ac-
cording to

p = K[R|t]q (1)

and to the TOF camera pixel

p′ = K′[R′|t ′]q, (2)

whereK is the calibration matrix containing the in-
trinsic camera parameters according to (Tsai, 1987).
Let (px, py) and (p′x, p′y) denote the physical di-
mensions of a sensor element of the CCD or TOF
camera inmm. Given a distance valuedi, j , let dx =
(i − c′x)p′x anddy = ( j − c′y)p′y be the distance of the
pixel from the principal point measured inmm and

dz =
√

d2
x +d2

y + f ′2 be the distance of the optical
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centre to the pixel measured inmm, the corresponding
3-D pointq = (qx,qy,qz)

T may be computed by

qx =
dxdi, j

dz
, qy =

dydi, j

dz
, qz =

f ′di, j

dz
. (3)

Assuming the CCD and TOF camera being rigidly
mounted (at the distal end of the endoscope), implies
that the spatial relation between the optical centres of
both cameras can be described by a relative rotation
Rr ∈ R

3×3 and translationtr ∈ R
3, with

Rr = RR′−1
, tr = t −Rrt

′
, (4)

whereR, R′, t andt ′ describe the pose of the corre-
sponding camera in a common world coordinate sys-
tem.

4 METHODS

4.1 Calibration

Two cameras are to be calibrated: the CCD and the
TOF camera. Tsai’s widely used algorithm (Tsai,
1987) is in principle applicable to both cameras:

1. Capture image of a calibration pattern withN cal-
ibration points.

2. Determine 2-D calibration pointsci , 1≤ i ≤ N.

3. Assigning 3-D world pointswi , 1≤ i ≤ N to 2-D
calibration points.

4. Estimation of an intrinsic (K) and extrinsic
(R, t) camera parameters involving Levenberg-
Marquardt non-linear optimization (Dennis and
Schnabel, 1983).

For the CCD camera the algorithm does not have
to be modified. For calibrating the TOF camera the
standard algorithm was modified due to the low lat-
eral resolution of the TOF cameras which leads to a
very unspecific localization of the points of the cali-
bration pattern in the acquired data. The non-linear
optimization usually aims at minimizing the squared
backprojection error

N

∑
i=1

‖ci − pro j(wi ,K
′
,R′

, t ′)‖2 (5)

, where pro j(wi ,K′
,R′

, t ′) is the projection of the
world pointwi into the image plane specified byK′, R′

andt ′. This functional was extended by a term which
describes the deviation of the 3-D reconstructed cali-
bration points from the plane which they are lying on.
Let ĉi be the 3-D point reconstructed fromci spec-
ified in world coordinates (of the calibration pattern)

using the distance information available from the TOF
camera and the extrinsic parameters. Furthermore,
εc denotes the regression plane calculated using all
ĉi , 1≤ i ≤ N. The extended functional, which is min-
imized for a TOF camera in the calibration routine,
is

N

∑
i=1

(‖ci − pro j(wi ,K
′
,R′

,t ′)‖+α‖ĉi −wi‖+βd(ĉi ,εc))
2
,

(6)
whered(ĉi ,εc) is the distance of ˆci to the regres-

sion planeεc andα, β are scaling parameters. The
term‖ĉi −wi‖

2 penalizes wrong intrinsic and extrin-
sic camera parameters which lead to a wrong recon-
struction of the calibration points. The termd(ĉi ,εc)
only penalizes wrong intrinsic camera parameters as
only those are relevant for the reconstruction of all ˆci
on a plane (wrong extrinsic parameters only imply a
rotation and translation of the plane).

4.2 Registration

CCD and TOF camera have to be registrated as it is
for medical applications necessary to relate the ac-
quired 3-D information with the acquired color in-
formation of the operation area. Using the calibra-
tion routine described above the extrinsic parameters
(R′

, t ′, R, t) and intrinsic parameters (K, K′) are
known for each camera when capturing simultane-
ously an image of the calibration pattern. This en-
ables the calculation ofRr andtr as described by equa-
tion (4) and (assuming a parallel acquisition of data) a
computationally inexpensive assigning of 3-D points
to color information: by using formula (3) a 3-D point
can be reconstructed which is specified in TOF cam-
era coordinate system and by applying formulas (4)
and (1) the 3-D point is projected into the CCD cam-
era image plane.

4.3 Reconstruction

The TOF camera enables the reconstruction of the
scene visible in the actual frame. For medical appli-
cations it is of utmost importance to provide a recon-
struction of the whole operation area or at least an
arbitrary defined region. This requires the registra-
tion of multiple reconstructionsr i , containing a cer-
tain number of 3-D points, available from a TOF cam-
era. Two reconstructionsr i andr j (with TOF camera
poses(R′

i , t
′
i ) and(R′

j , t
′
j )) are under the assumption of

constant intrinsic camera parameters related via a ro-
tation R′

i, j and translationt ′i, j of the optical centre of
the TOF camera. The great amount of 3-D points to be
registrated (approx. 20000 points for each frame) at a
high framerate requires an efficient determination of
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R′
i, j andt ′i, j . The framerate of≥12 fps allows the as-

sumption of only relatively small camera movements
between consecutive frames. Thus, the following al-
gorithm for determiningR′

i, j andt ′i, j is proposed:

• Initialization:

1. Acquire the first framer1 of the TOF camera.
2. Detect edges in the amplitude and distance data

(number of found points:N1). The 3-D coordi-
natesqi , 1≤ i ≤ N1 of points detected as lying
on an edge are used as world decription data
W = {q1, ...,qN1}.

3. Initialize the TOF camera position withR′
1 = I

andt ′1 = 0, whereI is the identity matrix and 0
is a 3×1 zero-vector.

• Processing of subsequently acquired frames:

1. Acquire a framer i of the TOF camera.
2. Detect edges in the amplitude and distance data

(number of pointsNi ). The 3-D coordinates
qi, 1≤ i ≤ Ni of points detected as lying on an
edge are used as current world decription data
Wcur = {q1, ...,qNi}.

3. Set the initial solution of the current camera
pose toR′

i = R′
i−1 andt ′i = t ′i−1.

4. Apply a Levenberg-Marquardt non-linear opti-
mization on(R′

i , t
′
i ) to maximize

ρ(pro j(W,K′
,R′

i , t
′
i ),Wcur) (7)

, wherepro j(W,K′
,R′

i , t
′
i ) describes the projec-

tion of the world description dataW on the im-
age plane whose pose is described by(R′

i , t
′
i )

and whose intrinsic parameters are given byK′

(known from the calibration routine). Further-
more,ρ describes the correlation coefficient ac-
cording to Neyman-Pearson. Spoken briefly:
the current extrinsic camera parameters are es-
timated by maximizing the correlation coef-
ficient between edges detected in the current
frame and edges already detected in preceding
frames.

5. UpdateW: add the edges found in the current
frame (Wcur) to W.

6. The relative camera pose compared to the pre-
ceding frame is described byR′

i−1,i = R′
iR

′−1
i−1

andt ′i−1,i = t ′i −R′
i−1,it

′
i−1.

The algorithm substitutes the task of registrating two
point clouds (each containing thousands of points) by
the task of registrating edges detected in the current
frame with a world description of the world contain-
ing only edges found in previous frames. This enables
an impressive on-the-fly-registration of consecutively
acquired frames.

5 RESULTS

For evaluating the effects of the extended functional
in the non-linear optimization step of the calibra-
tion, the calibration routine was performed 11 times
with the standard functional (backprojection error)
and 11 times with the extended functional (using
α = 0.0001, β = 0.001). The TOF camera used was
a PMD19k (lateral resolution: 120×160 pixel). The
average (indicated byµ) and standard deviation (indi-
cated byσ) of the calculated intrinsic camera parame-
ters (f ′, c′x, c′y) are given in table 1. The results point

Table 1: Evaluation of calibration routines (I) - average and
standard deviation of intrinsic camera parameters.

standard extended
calibration calibration

f ′µ[mm] 11.526 12.604
f ′σ[mm] 0.732 0.260
c′xµ

[pix] 80.000 80.009
c′xσ [pix] 0.0 0.342
c′yµ

[pix] 60.000 60.525
c′yσ [pix] 0.0 0.152

out that the stability of the calibration is improved by
the extended functional as the standard deviation of
the calculated focal length is decreased. Note, that in
the case of the standard calibration the principal point
was not changed: the initial pixel coordinates (80,60)
were not altered by the routine. By using the extended
functional the parameters describing the position of
the principal point became more sensitive.
For evaluating the effects of the different calibra-
tion routines on the reconstruction planes at differ-
ent distances were reconstructed: first a white wall
at a distance of approx. 1 m (Scene A), approx.
50 cm (Scene B) and approx. 20 cm (Scene C). Each
scene was reconstructed using first standard assump-
tions for the intrinsic parameters (f ′ = 12 mm, c′x =
80, c′y = 60; focal length known from datasheet of
the TOF camera), then the average intrinsic para-
meters computed by the standard calibration routine
( f ′ = 11.526mm, c′x = 80, c′y = 60) and finally us-
ing the intrinsic camera parameters computed by the
extended calibration routine (f ′ = 12.604mm, c′x =
80.009, c′y = 60.525). For each reconstruction the av-
erage distance of all points to the regression plane was
calculated (table 2). The results indicate that the in-
trinsic camera parameters, which were calculated us-
ing the extended functional, reduce the error, i.e. they
lead to a reconstruction closer to the world geome-
try (a plane). It is important to notice that the cam-
era used in the tests has the reference light sources
mounted to the left and right of the ocular. Thus, the

NOTES3D: ENDOSCOPES LEARN TO SEE 3-D - Basic Algorithms for a Novel Endoscope

137



difference of the travelled distance of signals emitted
from the left light sources compared to signals emit-
ted from the right light sources can not be neglected
for objects very close to the ocular of the camera. This
effect can be expected to be reduced by the proposed
MUSTOF endoscope as it uses the optical fibres of
a standard endoscope: the reference light is emitted
from the endoscope tip and fits much more to the char-
acteristics of a point light source than the light sources
of the camera used in the tests. To illustrate the pos-

Table 2: Evaluation of calibration routines (II) - average
distance of points to regression plane in mm.

standard standard extended
assumption calibration calibration

Scene A 91.8 83.1 73.9
Scene B 60.5 54.7 51.8
Scene C 40.9 41.9 35.9

sibilities of a stable calibration of a TOF camera ex-
ample images of the reconstruction of a liver model
are given: after calibrating a system consisting of a
Webcam rigidly mounted on a TOF camera the rela-
tive pose of the image planes was computed. Conse-
quently, it was possible to project TOF camera pix-
els onto corresponding Webcam pixels. The images
show different views of a reconstruction of a liver
model: figure 1 shows the original liver model; fig-
ure 2 shows the 3-D reconstruction of the liver model
(the gray values correspond to the amplitude data);
figure 3 uses the color information of the registrated
Webcam image plane. The achieved level of detail in
the reconstruction is noticable: the gall bladder is well
distinguishable; and the structure of the liver can well
be recognized.

Figure 1: Silicon model of the liver with gall bladder.

The registration of multiple views is illustrated in fig-
ures 4-7. Figure 4 shows the scene which had to
be reconstructed. Figure 5 visualizes the first frame
which was reconstructed (left part of the chair). Then
a camera movement to the right and upwards was per-
formed and the acquired frames were registrated on-

Figure 2: 3-D reconstruction of the model (gray values cor-
respond to amplitude data).

Figure 3: 3-D reconstruction of the model with registrated
color information from a Webcam.

the-fly. Figure 6 shows the state of the reconstruc-
tion during the camera movement. Figure 7 visu-
alizes the final 3-D reconstruction: the virtual cam-
era was moved upwards to allow the investigation of
the scene from a higher viewpoint. This possibility
might be very useful for intraoperative usage: while
being able to compute a 3-D reconstruction of the
scene/operation area the already reconstructed world
geometry can be observed and explored by a virtual
camera. Consequently, the endoscope does not have
to be moved while the reconstructed operation area
might be explored three-dimensionally.

Figure 4: Scene to be reconstructed.

6 CONCLUSION

Motivated by the requirement to provide a 3-D re-
construction for NOTES3D procedures the idea of a
MUSTOF endoscope has been proposed. The main
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Figure 5: Initial 3-D reconstruction.

Figure 6: Expanding the 3-D reconstruction.

Figure 7: Final 3-D reconstructed scene.

contribution of this work is the description of ba-
sic algorithms for calibration, registration and recon-
struction using TOF cameras (in combination with
CCD cameras). These algorithms are not explic-
itly limited to medical applications, but constitute a
proof of concept considering the applicability of this
technology in minimally invasive surgery and espe-
cially NOTES3D, i.e. NOTES procedures utilizing a
MUSTOF endoscope. Future investigations will ad-
dress extensions and modifications of the proposed al-
gorithms to ensure an optimal performance if the TOF
camera acquires its data via an endoscope optic. Fur-
thermore, the achievable accuracy of the 3-D recon-
struction will be investigated: currently, an evaluation
of the accuracy of a TOF camera has only very limited
relevance for a MUSTOF endoscope as the character-
istics of the used optical system (standard lense vs.
endoscope optic) vary significantly.
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