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Abstract: After a bumpy start in the nineties of the last century workflow systems have recently re-gained the focus of 
attention. Today they are considered as a crucial part of the recently introduced middleware based ERP 
systems. One of the central objectives and hopes for this technology is to make companies more process-
orientated and flexible to keep up with the increasing speed of change of a global economy. This requires 
sophisticated instruments to optimally manage workflow systems, e.g. to deal with incomplete information 
effectively. In this paper we investigate the potential of rough set theory to make missing or incomplete 
information visible in workflow systems. 

1 INTRODUCTION 

After a breezy start in the nineties of the last century 
and a decline soon afterwards, workflow systems are 
now considered among the key enablers for 
middleware based ERP-systems.  

Van der Aalst and van Hee (2002) describe four 
phases of information systems: which started with 
the initial phase, that of decomposed applications. 
Then successively the data and the user interface 
management were taken out of the application. 
Today, the (business) processes are being taken out 
of the applications and are managed in specially 
design process management software. Workflow 
systems form a key technology in achieving this last 
phase. 

The main intention with this new approach is to 
make a company more flexible and provide it with 
better possibilities to adapt to new market 
challenges. This has become of increasing 
importance since the trend towards a global 
economy requires companies to adapt to market 
changes quicker than some 20 or 30 years ago. 

However, the environment of companies today, 
as well as being subject to high degrees of change, is 
characterized by insecurity and vagueness. To deal 
with vagueness, soft computing (Hoffmann et al. 
2005) or granular computing (Bargiela, Pedrycz 
2002) concepts provide well accepted methods. 

Under these umbrellas fuzzy sets, neutral nets, 
genetic algorithms and other techniques are 
subsumed to provide a rich toolbox to deal formally 
with the vagueness which is immanent in the real 
world. 

Recently rough set theory (Pawlak 1982) has 
gained increasing attention and has established itself 
as a concept of soft computing. It is an approach to 
better deal with certainty, indiscernibility and similar 
situations. 

In the meantime rough sets have been rapidly 
extended theoretically and many areas of 
applications have been suggested. These cover 
bioinformatics (e.g. Mitra 2004), pattern recognition 
(e.g. Skowron et al. 2001), multi-criteria decision 
support (e.g. Slowinski 1993), case-based reasoning 
(e.g. Polkowski et al. 1996), concurrent processes 
(e.g. Suraj 2000) and many more. 
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The objective of this paper is to utilize the 
concept of rough sets to make partial or incomplete 
information in workflow systems visible, in order to 
deal with it more effectively. 

The remainder of the paper is organized as 
follows. In the next Section we give a short 
introduction to rough set theory. In Section 3 we 
apply the concept of rough sets to workflow 
systems. Section 4 discusses how these ideas might 
be offered to process managers and end users. The 
paper ends with a short conclusion. 

2 ROUGH SETS 

2.1 Fundamentals of Rough Set Theory 

Since Pawlak introduced rough sets in 1982 (Pawlak 
1982, 1992) they have gained increasing importance 
and are today considered as a central part of soft 
computing and granular computing.  

The basic idea of rough set theory is that there 
are two kinds of objects. While some objects are 
clearly distinguishable from each other some objects 
are indiscernible - normally because of missing or 
incomplete information. 

This has led to the concept of lower and upper 
approximations of sets. An object in a lower 
approximation of a set surely belongs to the set, 
while an object in an upper approximation only may 
belong to the corresponding set. Consequently it 
cannot be a member of more than one lower 
approximation simultaneously. The area of an upper 
approximation that is not covered by a lower 
approximation is often called a boundary area. 

 

Lower Approximation of a Set
Upper Approximation of a Set
Lower Approximation of a Set
Upper Approximation of a Set

Boundary AreaBoundary Area

 
Figure 1: Lower and Upper Approximations. 

This leads to the three basic properties of rough 
set theory: 

1. An object can be a member of one lower 
approximation at most. 

2. An object that is a member of the lower 
approximation of a set is also member of the 
upper approximation of the same set. 

3. An object that does not belong to any lower 
approximation is member of at least two 
upper approximations. 

In the context of this paper we limit our 
presentation of the fundamentals of rough sets to 
these three properties. However, rough set theory is 
much richer and covers such aspects as certainty 
versus coverage, global and local coverage, reducts, 
indiscernability relations, minimal complex and 
many more. For a basic introduction to rough sets 
theory see (Grzymala-Busse, 2004). More detailed 
surveys, specially on its mathematical foundations, 
can be found for example in (Komorowski. 1999) or 
(Polkowski, 2003). 

Note that in contrast to fuzzy set theory (Zadeh, 
1965; Zimmermann, 2001) where an object belongs 
to more than one set simultaneously (indicated by 
membership degrees), in rough set theory it is 
assumed that an object belongs to one and only one 
set. However, due to missing or contradictory 
information the actual memberships of the objects in 
the boundary areas remain unclear. See e.g. Dubois 
and Prade (1990) for a detailed discussion on the 
relationship of fuzzy and rough sets. 

2.2 An Example for Rough Sets 

Consider the following example (Grzymala-Busse 
2004) dealing with a decision table of eight patients 
showing different symptoms (Table 1). Four of the 
patients are well while the remaining four patients 
suffer from flu: decision {Flu=yes}. 

Table 1: Patient’s Decision Tree. 

# Temp- 
erature 

Headache Nausea Decision:
Flu 

1. high yes no yes 
2. very_high yes yes yes 
3. high no no no 
4. high yes yes yes 
5. high yes yes no 
6. normal yes no no 
7. normal no yes no 
8. normal yes no yes 

 
Patients #1 and #2 belong to the lower 

approximation of the set {Flu=yes} since there are 
no conflicts with the diagnoses of the remaining 
patients. The same applies to patients #3 and #7. 
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They belong to the lower approximation of the set 
{flu=no}. 

This means that patients showing the same 
symptoms as patients #1 and #2 can be considered as 
ill and patients with the same symptoms of patients 
#3 and #7 are without flu. 

However with the data shown, a diagnosis is not 
possible for patients showing the same symptoms as 
patients #4, #5, #6 and #8. There are contradictions 
or missing information in this data set.  

Patients #4 and #5 have the same symptoms 
{high, yes, yes}, however patient #4 suffers from flu 
while #5 is well. The same applies to patients #6 and 
#8 with the symptoms {normal, yes, no} but 
different diagnoses.  

2.3 Interval Based Rough Sets 

While original rough set theory is purely set-based, a 
new interval driven approach has been established in 
the meantime (e.g. Yao et al. 1994). Applications of 
interval based rough set theory are in the field of 
cluster analysis (Lingras et al. 2004, Peters 2006) 
and others. 

3 ROUGH WORKFLOW 
MANAGEMENT 

3.1 Rough Petri Nets 

Rough Petri nets were introduced by J.K. Peters et 
al. (1998, 1999, 2000, 2003). 

The central idea of rough Petri nets is to design a 
rough guard (soft guard) which determines whether 
a transition is enabled or not. Peters et al. discuss the 
properties of their rough Petri nets by giving 
examples of sensor and filter models. 

3.2 Utilizing Rough Sets in Workflow 
Management 

Many notations for the design of workflows have 
been suggested, e.g. eEPC (Scheer 2000), UML 
(Fowler 2003) or Petri nets (Murata 1989). The 
relationships of these approaches have been 
discussed extensively and transformation rules 
between them have been suggested (e.g. van der 
Aalst 1999; van Hee, 2005). 

So, following Peters et al., we will make use of 
the Petri net notation to show the potential of rough 
set theory for workflow management. The main 
reason for choosing this notation lies in the strong 

mathematical foundations of Petri nets that make it 
easier to integrate rough sets. 

However, in contrast to Peters et al., we will 
restrict our presentation to the basic idea of rough 
sets. We furthermore focus on the “story” and avoid 
formal representations as far as possible. Our focus 
lies on the detection of incomplete and missing 
information in workflow systems rather than in the 
design of soft guards. 

3.2.1 Patient’s Decision Tree as a Petri Net 

Consider again the example given in Section 2.2. 
The decision tree can be designed as a simple Petri 

net consisting mainly of an (exclusive) OR-construct 
and the patients symbolised as tokens (see Figure 2). 
For simplicity we will only display patients #1 and 

#2 in  
Figure 2. 
 

…

…

Flu=yes

Flu=no

Patient #1
{high, yes, no}

Patient #2
{very_high, yes, yes}

A

B

 
Figure 2: Patient’s Decision Tree as a Petri Net. 

Both of the explicitly displayed patients (#1 and 
#2) fulfil the condition {flu=yes} and therefore 
continue in branch A of the Petri net for possible 
treatments of their illnesses. The same applies to 
patients having the same symptoms as #3 and #4. 
They continue in branch B of the Petri net where 
they possibly return home since they are not ill. 

However, the remaining patients with symptoms 
equal to #4 and #5 as well as #6 and #8 get stuck 
here. On the basis of their symptoms, no decision 
can be made as to whether they have flu or not. In 
other words, the training set did not provide enough 
information to deal with patients having the 
symptoms {high, yes, yes} and {normal, yes, no}. 

3.2.2 Rough Tokens 

Now we can apply rough set terminology to the 
situation as described above.  

We will distinguish between two views of the 
tokens: 
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 The local view on a token only considers the 
pending decision that means only the next OR-
split. 

 Taking the global view we look at the whole 
Petri net which means all OR-splits of the net 
are considered. 

This leads to the following definitions of locally 
and globally rough tokens. 

3.2.2.1 Locally Rough Tokens 

Let us assume that the net as shown in Figure 2 is a 
part of a much larger Petri net. So we have a local 
view on the two tokens waiting to be routed to 
branch A or B of the net. 

Since both tokens have attributes that assign 
them unambiguously to the set {flu=yes} they 
belong to the lower approximation of this set. To 
indicate that we only consider the next pending 
decision we say that the tokens belong to a local 
lower approximation of the Petri net specified by the 
place they are occupying and the corresponding 
decision {flu=yes}.  

Again the same applies to tokens with the 
attributes {high, no, no} (according to sample 
patient #3) and {normal, no, no} (according to 
sample patient #7). Following our arguments given 
above they can be assigned to the local lower 
approximation of the set {flu=no}. 

 

…

…

Flu=yes

Flu=no

Token in a local
upper approximation,
e.g. {normal, yes, no}

A

B

Token in a local
lower approximation,
e.g. {high, yes, no}  

Figure 3: Patient’s Decision Tree as a Petri Net. 

Unfortunately patients with the attributes {high, 
yes, yes} and {normal, yes, no} cannot be directed 
to either branch A or B of the net. They could be ill 
or they could be healthy. To indicate this vagueness, 
these patients are assigned to the local 
approximation of the set {flu=yes} and 
simultaneously to the local approximation of the set 
{flu=no}. Similarly on the lower approximations we 

put the attribute “local” in front of the term “upper 
approximation” to indicate the local perspective 
limited to one OR-split. 

Finally, to graphically distinguish between tokens 
(patients) belonging to one local lower or two or 

more local upper approximations we suggest their 
representation as show in  

Figure 3. 
 
The token with the white area in its middle is 

stuck at the place, while the completely black token 
will be consumed by the transition on branch A. 

3.2.2.2 Globally Rough Tokens 

Besides the local view that is restricted to one OR-
split, it is also very desirable that a token carries 
enough information with it to make it from the start 
to the end of a Petri net without the need for 
additional information. 

Please note, for the sake of simplicity our 
formulation is somewhat superficial here. To be 
exact a transition consumes tokens from its input 
places and produces totally new tokens for its output 
places. However this generalization of our concept is 
straight forwardly. 

Obviously we have the following relationships 
between the global and the local views: 
 Only tokens that never belong to any local 

upper approximation carry sufficient 
information to finish the Petri net without the 
need for additional external information. To 
indicate this we say that they belong to the 
global lower approximation of the Petri net (in 
contrast to the local lower approximation. 

 Any other tokens, i.e. that belong to a local 
upper approximation at least one time, 
consequently belong to the global upper 
approximation (= upper approximation of the 
Petri net). These tokens do not have sufficient 
internal information to complete the net and 
depend on, e.g., external guidance. 

So the global view can directly be derived out of 
the local view and is an aggregated perspective on 
the Petri net. 

3.2.3 Rough Places 

In the previous section our focus was on the tokens. 
In contrast to this we now investigate the role of the 
places in respect to the viewpoint of rough 
information. 

Assume a given number of tokens arrive at an 
OR-split. If the decision rule of the OR-split has 
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sufficient information to route all tokens, we say that 
the input place belongs to the lower approximation.  

…

…

Flu=yes

Flu=no

A

B

 
Figure 4: A Place in a Lower Approximation. 

Now, let us consider that a routing decision 
cannot be made by the OR-split for at least one 
token. In such circumstances we define the input 
place as member of an upper approximation. This 
indicates that the decision rule of the OR-split is 
fragmentary. 

…

…

Flu=yes

Flu=no

A

B

 
Figure 5: A Place in an Upper Approximation. 

To graphically distinguish between places 
belonging to a lower and upper approximation we 
introduce a "dashed circle" place notation as 
depicted in Figure 5 (in contrast to a solid perimeter 
as in Figure 4). 

Note that this concept can be easily extended to 
more general OR-splits, e.g. a three way dispatcher 
where one way can be excluded and the remaining 
two are possible. 

3.2.4 Relationship between Rough Tokens 
and Places 

On the first sight the relationship between rough 
tokens and rough places seems to be fully 
symmetric. However consider the extended patient’s 
decision table as depicted in Table 2. It now contains 
the new attribute dysgeusia. 

Table 2: Extended Patient’s Decision Tree. 

# Temp- 
erature 

Head-
ache 

Nausea Dysge-
usia 

Deci-
sion 

1. high yes no yes yes 
2. v_high yes yes yes yes 
3. high no no no no 
4. high yes yes yes yes 
5. high yes yes no no 
6. normal yes no no no 
7. normal no yes no no 
8. normal yes no no yes 

The decision set is a sub-set of the set of 
attributes provided by the patient. Let us consider 
the two pairs of patients (#4, #5) and (#6, #8) that 
had contradicting information in Table 1. 

If we keep the decision set as defined before, the 
results remain unchanged. The pairs (#4, #5) and 
(#6, #8) are still indiscernible. However since we 
only take a sub-set of the possible decision set, we 
consider the “problem” as a problem of the place. So 
the tokens might be discernible if all attributes are 
taken into account. 

Actually, the complete decision set delivers an 
improved result. The formerly indiscernible patients 
(#4, #5) can now be correctly diagnosed with the 
additional information (attribute dysgeusia), while 
the patients (#6, #8) are still indiscernible. 

In summary, the first case would deal with rough 
places and the second with rough tokens. 

3.2.5 Rough Routes 

The analysis of rough routes is a generalization of 
global view on the concept of rough places as 
discussed in Section 3.2.3. 

A route through a net is only determinable when 
it consists only of places in lower approximations. 
As soon as there is one place in a upper 
approximation the route through the net cannot be 
determined without any additional information. 
Therefore the route gets rough from this place 
onwards.  

So only for those nets with routes in lower 
approximations can one be sure that the tokens 
require no additional information to reach the end 
place. 
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4 POTENTIAL APPLICATION IN 
PRACTICE 

4.1 Early Warning of Incomplete Case 
Information 

The main area of application of the proposed method 
is to provide early warning of potential delays within 
the workflow that could be caused by incomplete 
information in certain business cases.  

The aim would be to get the workflow system to 
alert the end user when a choice is waiting on more 
information. In the local case, the next transition will 
be held up. In the global case, the alert is a warning 
that further down the track, a transition may be held 
up. 

Ideally, the workflow system should monitor the 
arrival of the required extra data, so that transitions 
can be automatically enabled without user 
intervention. This may well involve facilities to set 
up software agents that can talk to the applications 
that manage this data. 

If, however, it can be seen in advance that certain 
combinations of case attributes mean that a choice 
cannot be resolved, the workflow template should 
probably be altered to allow for a "don't know" 
branch. The process owner would need to define 
how long cases can be left in this state, and what 
should happen to them when time runs out. 

4.2 Extending Workflow Models 

Workflow management systems mostly depend on a 
paradigm in which individual business cases follow 
templates that are specified in some description 
language similar to a Petri net. 

These process modelling tools all depend on a 
combination of simple diagrams and property sheets 
to capture process templates. They allow the 
specification of a number of "case attributes" in their 
template property sheets. Attribute values for each 
case are provided at run time, either by a human 
participant or an associated application. 

A combination of case attributes corresponds to 
the colour of tokens in the coloured Petri net sense. 
The conditions for branching one way or another at a 
decision point are expressed as properties of the 
outgoing edges of a decision node. If incomplete 
information implies that the business case can not 
continue, one option would be to introduce a “wait 
for data” activity with a loop back to the beginning 
of the decision node. However it has to be 

acknowledged that adding more complexity in 
process model diagrams can be counter-productive.  

At run time, some workflow systems offer the 
end-user a graphical view of the whole of the current 
business case. In Chameleon (O'Hagan, 2005) for 
instance, a colour coding of activities in the whole 
process is used as follows: 
 Pink, activities that are already completed 
 Green, activities currently being worked on 
 Blue, further activities available to this user 
 Yellow, activities not yet available, or not 

required. 

Although Chameleon models do not strictly 
follow Petri net conventions, it would be 
theoretically possible to introduce further colour 
coding to indicate where incomplete information 
threatens to hold up the workflow, either at just the 
next decision point or later on, for each business 
case. 

5 CONCLUSIONS 

In this paper we have introduced the fundamental 
ideas of rough set theory and showed its potential 
use for the management of missing or incomplete 
information in workflow systems. 

The main purpose is to utilize rough set theory to 
make incomplete information visible in order to deal 
with such a situation proactively.  

Our future research will concentrate on a more 
formal incorporation of these concepts into 
workflow management. 
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