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Abstract. Text Categorization is an important information processing task. This
paper presents a neural approach to a text classifier based on the Learning Vector
Quantization (LVQ) algorithm. We focus on multilabel multiclass text catego-
rization. Experiments were carried out using the High Energy Physics (HEP) text
collection. The HEP collection is an highly unbalanced collection. The results ob-
tained are very promising and show that our neural approach based on the LVQ
algorithm behaves robustly over different parameters.

1 Introduction

Text Categorization (TC) is an important task for many Natural Language Processing
(NLP) applications. Given a set of documents and a set of categories, the goal of a cat-
egorization system is to assign to each document a set (possibly empty) of categories
that the document belongs to. The simplest case includes only one class and the cat-
egorization problem is a decision problem or binary categorization problem (given a
document, the goal is to determinate if the document is ‘relevant’ or ‘not relevant’).

On the other hand, the single-label categorization problem consists on assigning
exactly one category to each document while the multi-label categorization problem
assigns from 0 to m categories to the same document. For a deeper and exhaustive
discussion on different text categorization problem see [1].

This work studies the multi-label categorization problem using the Learning Vec-
tor Quantization (LVQ) algorithm. The LVQ algorithm is a competitive neural learn-
ing algorithm that allows assign a category (from a set of categories) to a document
(single-label problem). In order to accomplish the multi-label categorization problem
we have used the LVQ algorithm as a binary classifier integrated in the TECAT Toolkit
[2]. TECAT stands for TExt CATegorization. It is a tool for creating multi-label auto-
matic text classifiers. With TECAT you can experiment with different collections and
classifiers in order to build a multi-labeled automatic text classifier and implements the
Adaptive Selection of Base Classifiers (ASBC) as approach to the problem.

The paper is organized as follows. First, the HEP collection is introduced. Then,
we describe briefly the TECAT Toolkit as a tool to solve the multi-label automatic text
classification problem. Then, we describe the LVQ algorithm and the integration on
the TECAT in order to accomplish our experiments. After this, we show our evaluation
environment and results obtained. Finally, we discuss our conclusion and future work.
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2 The HEP Collection

The HEP corpusis a collection of papers relatedlbigh Energy Physigsand manually
indexed with DESY labels. These documents have been cairipji®ontejo-Raez and
Jens Vigen from the CERNDocument Servérand have motivated intensive study of
text categorization systems in recent years [3], [4], [5].

Table 1. The ten most frequent main key words in thep-expartition.

No. docs|Keyword

1898 (67%)electron positron
1739 (62%)experimental results
1478 (52%)magnetic detector
1190 (42%)quark
1113 (39%)talk

715 (25%)Z0

676 (24%)anti-p p

551 (19%)neutrino

463 (16%)W

458 (16%)jet

In our experiments we have used the meta-data frorhéipeexpartition of the HEP
collection, composed by 2,839 abstracts related to exjeatiah High-Energy Physics
that are indexed with 1,093 main keywords, with an averagebau of classes per
document slightly above 11. This partition is highly univeled: only 84 classes are
represented by more than 100 samples and only five classestgythan 1,000. The
uneven use is particularly noticeable for the ten most feegikey words: In Table 1
the left column shows the number of positive samples of a kagland the percentage
over the total of samples in the collection.

2.1 Evaluation Measures

The effectiveness of a classifier can be evaluated with aekeown measures [1]. The
classical “Precision” and “Recall” for Information Retved are adapted to the case
of Automatic Text Categorization. To that end, we must firstedmine the basis the
system will be evaluated in: categories or documents. ficendilly contingency table
for each category should be generated (Table 2), and thepréfeésion and recall for
each category are calculated following equations 1 and RirBamulti-label scenario
also an equivalent contingency table can be computed, wherthis case represents
a document instead of a class. For this evaluation to be luskeéuaverage number of
classes per document should be relevant. This is the cateefoep-expartition, where
an average number of 15 classes are assigned to a single elotcuiiso, this last

1 The collection is freely available for academic purposes from:
http://sinai.ujaen.es/w ki/index. php/ HepCor pus

2 CERN is the European Laboratory for Particle Physics, located in G¢Beitzerland)

Shttp://cds.cern.ch
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base of evaluation serves better for the purpose of redtyhe effectiveness of a label
system in real environments, where an user expects a lisdes to a given item. This
difference is only for macro-averaged values, becauseonrsiceraged measurements
remain the same for both evaluation strategies.

Table 2. Contingency Table for Category.

YES is correct NO is correct

YES is assigned aj b
NO is assigned Gi di
a;
B = 1
' g +by @
g
. 2
R 8 + G @

On the other hand, the precision and recall can be combiried tieeF; measure:

i ©
+R

As we have pointed out, in order to measure globally the gesperformance of
a classifier, three measures can be used: micro-averagedipné®,, macro-averaged
precision in a document basknacro_g and macro-averaged precision in a category
basisPmacro-c.

Fl(Ra P) =

N\ .
A= yii(a+c) “
K
Pmacm: ZIZTJ'PI (5)

whereK is the number of categories or the number of documents demgiod the
basis used.

Recall and F1 measures are computed in a similar way. In geraxrents we have
used these measures in order to prove the effectiveness sfutlied system.

3 The Adaptive Selection of Base Classifiers in TECAT

We developed the TECAT tool for automatic text classificatadf HEP documents
stored at the CERN digital library [6]. It implements thAelaptive Selection of Base
Classifiers(ASBC) algorithm as classification strategy (shown in Fegd), which
trains and selects binary classifiers for each class indkgpely. In this algorithm any
type of binary classifier can be used, even a set of heteroger®nary classifiers, like
SVM [7], Rocchio [8] and others at the same time, @)tit allows adjusting the binary
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Input:
a set of training documeni3;
a set of validation documeni,
a thresholdx on the evaluation measure
a set of possible label (classés)
a set of candidate binary classifi€@s
Output :
asetC' = {cy,...,Ck, ...,C| } of trained
binary classifiers
Pseudo code:
C—0
for-eachlj in L do
T—0
for-eachcj in C do
train-classifie(c;j, I, Dt)
T—~TU {Cj}
end-for-each
Chest < best-classifigT, Dy)
if evaluate-classifi€cpes) > O
C' —C'U{cpest}
end-if
end-for-each

Fig. 1. The one-against-all learning algorithm with classifier filtering.

classifier for a given class by a balance factor, @it gives the possibility of choosing
the best of a given set of binary classifiers.

The algorithm introduces the parameter, resulting in the algorithm given in Fig-
ure 1. This value is a threshold for the minimum performandiosvad to a binary clas-
sifier during the validation phase in the learning procdgbel performance of a certain
classifier is below the valug, meaning that the classifier performs badly, classifier and
the class are discarded. The effect is similar to that of3@etFBR[9], i.e. we never
attempt to return a positive answer for rare classes. Thiri#thm has been found to
outperform well known approaches like Ada-Boost [10] whppleed on HEP data [3].

4 LVQ Integration into TECAT

The Learning Vector Quantization (LVQ) algorithm [11] haeel successfully used in
several applications such as pattern recognition, speealysis, etc. This work pro-
poses the use of the LVQ algorithm to accomplish the mutieldext categorization
problem. However, the LVQ is used only as a binary classifieagrated in the TECAT
system.
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4.1 The LVQ Algorithm

The LVQ algorithm is a classification method, which allows ttefinition of a group of
categories on the space of input data by reinforced leayeitiger positive (reward) or
negative (punishment). The LVQ uses supervised learnidefioe class regions on the
input data space. Weight vectors associated to each outfiwtre known as codebook
vectors. Each class of input space is represented by its etvof £odebook vectors.
Codebook vectors are defined according to the specific task.

The basic LVQ algorithm is quite simple. It starts with a séinput vectorsx;
and weight vectorsy, which represent the classes to learn. In each iteratiomut i
vector; is selected and the vectong are updated, so that they fitbetter. The LVQ
algorithm works as follows:

In each repetition, the algorithm selects an input vectorand compares it with
every weight vectomy, using the Euclidean distangg — wy||, so that the winner will
be the codebook vectorg: closest tax in the input space for this distance function.
The determination of is achieved by following decision process:

X —we| = min{jx; —w| (6)

i.e.,
C:argnllin||xi — Wl @)

The LVQ algorithm is a competitive network, and thus, forfea@ining vector,
output units compete among themselves in order to find theeviaccording to some
metric. The LVQ algorithm uses the Euclidean distance to firedwinner unit. Only
the winner unit (i.e., the output unit with the smallest Edean distance with regard to
the input vector) will modify its weights using the LVQ ledmg rule. Letx;(t) be an
input vector at time, andw(t) represent the weight vector for the cl&sat timet. The
following equations define the basic learning process fel i#Q algorithm:

We(t+1) = we(t) +B(t)[xi(t) —we(t)]
if x; andw, belong to the same class

We(t+1) = we(t) — B(t) [xi (t) — we(t)] 8)
if x; andw, belong to different class

Wi (t4+1) = w(t) if k£ ¢

wheref(t) is the learning rate, which decreases with the number @ititars of training
(0 < B(t) << 1). Itis recommended th{t) be rather small initially, say, smaller than
0.3, and that it decrease to a given thresho|djery close to 0 [11]. In our experiments,
we have initialized3(t) to 0.1.

4.2 Using LVQ with TECAT

The LVQ algorithm has been integrated into TECAT as a binkysifier. For this, LVQ
has been used to work with only two possible classes: pesitivnegative. Thus, we
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can pass as parameters to the algorithm the number of coklebotors that we want
to associate to each of this two categories. TECAT triesamta LVQ classifier for
each class, discarding both class and classifier if a minialak of performance is not
reached on a validation subset (the measure used is F1 atttrélsbolda on it is set
to 0.1). Therefore, instead of having a set of codebook vedto each class, we will
have a binary LVQ version of the classifier for each class.

4.3 Adjusting the Codebook Number per Class

The HEP corpus is highly unbalanced, therefore, when Iegran a binary space, the
number negative samples clearly would surpass that of ted#iy@ones. Following
this reasoning, we could foresee a benefit on the classifaatadility if the number of
codebook vectors associated to each of the two sides is c&tdieg to the imbalance
that the class reflects. For this reason, we have carried iffatetht experiments to
adjust the number of codebook vectors to every single class.

In order to study the effects of the number of codebooks assigo each class we
have accomplished several experiments with a varying nuoflimdebook vectors per
class. On the one hand, we have used the same number of ckded®cclass. In this
case we have accomplished three different experimentsnel® = ncbl = {1,2,5}
wherench0 is the number of codebooks assigned to class Ghahtl is the number of
codebooks assigned to class 1. These two classes reprisehisary decision to take
when assigning each class to a document.

On the other hand, we have assigned different number of cadtstper class de-
pending on the number of negative and positive training $asnhus, we have as-
signed 1, 2 and 5 codebooks to the class 1,n&h] = {1,2,5}. However, to calculate
the number of codebooks assigned to class 0, we have usealltverig formula:

nne
nck0 = ncbl + log,( . po% 9)
wherenposandnnegare the number of training samples positives and negatsgec-
tively. This fraction would be the inverse if the number offiive samples is larger than
the number of negative ones (which occurs only for one claske collection used).
For example, if the class had 35 positive samples, and 16ydtime ones, and the value
for ncblwere 2, then 6 codebook vectors would be trained to coverdpetive side of
the decision space.

5 Results

Depending on the number of codebook vectors assigned tooteshwe have accom-
plished six different experiments: three experiments \ligh same number of code-
books (ncbvl, ncbv2 and ncbv5) and three with different nema codebook (norm-
cbvl, normcbv2 and normcbv5). Results for the 10 most fregcasses are shown in
Table 3 and Figure 2. Tables 4, 5 and 6 show results of ma@mging and micro-
averaging for the different experiments.
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Table 3. Results summary for averaged measures on 10 most frequerdslass

Precision Recall F1  Experiment
0.744244 0.570907 0.624045  nchvl
0.757046 0.613313 0.662224  nchv2
0.7711960.617652 0.674908 nchvs
0.768844 0.563419 0.631547 normcbvl
0.7801340.611680 0.669962 normchv2
0.773607 0.614498 0.674848 normcbv5

Table 4. Results summary on macro-averaged values in a document basis.

Precision Recall F1  Experiment
0.627956 0.404897 0.455048 nchvl
0.6272460.4504130.490741  nchv2
0.639530 0.447768.495636 ncbvs
0.652167 0.378170 0.448980 normcbvl
0.6550890.406707 0.471558 normchv2
0.645321 0.397321 0.461638 normchv5

5
095 normebvl &

normebv2 -
normebvs ---o---

precision

. . . . . .
0 1 2 3 4 5 6 7 8 9
top ranked

Fig. 2. F1 measurements for different configurations on the 10 most fregleesses.

The main remark is that using an uneven number of codebodkngean positive
and negative sides depending on class imbalance does mis yoebetter results in
general. This is maybe due to a lack of positive samples irt olasses. The decision
on whether to use a different number of positive and negatiebook vectors should
be restricted to scenarios where classes are well repegsehhis reasoning can be

Table 5. Results summary on macro-averaged values in a class basis.

Precision Recall F1  Experiment
0.500383 0.320962 0.362223  nchvl
0.493239 0.327211 0.369442  nchv2
0.627357 0.386476 0.458187 ncbv5
0.514602 0.274930 0.333245 normcbvl
0.517373 0.294911 0.352776 normchv2
0.487381 0.262504 0.322848 normchvb
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Table 6. Results summary on micro-averaged values.

Precision Recall F1  Experiment
0.656294 0.415546 0.508883  nchvl
0.656267 0.438942 0.526042  nchv2
0.716130 0.481063 0.575519 nchvs
0.710973 0.386372 0.500663 normcbvl
0.701892 0.415265 0.521809 normchbv2
0.710198 0.409406 0.519397 normcbv5

check in Table 3. Here, for most frequent classes, the balgrad codebook vectors
improves the obtained results.

Nevertheless, a binary version of the LVQ algorithm stargls aalid solution to
this multi-label problem. As can be seen, no major variaionevaluation measures
are noticed, despite different configurations, so the &lgoris robust in this sense.

About the number of codebook vectors, it seems that a higimaber of them tends
to improve the overall classifier performance. Actuallg titbv5 experiment is the one
with the highest measured F1 in all averaging strategies.

6 Conclusions

A neural algorithm for multi-label has been studied. Thgoaithm is based in the LVQ
learning method, integrating it into the ASBC approach. 8@xperiments have been
carried out on a high unbalanced collection: lie@-expartition of the HEP corpus. The
results obtained show that, despite the complexity of tHiecton, the robustness of
the algorithm remains against different configuration peagers.

As future work we plan to apply this algorithm on a more conapée collection
in the text-categorization domain, specifically Reutet§7B. For this collection, re-
sults on applying LVQ with a codebook vector per class ardae [12], which re-
ported 0,61 macro-averaged precision and 0,73 micro-gedrprecision. Also, since
the ASBC algorithm allows to select among a set of possilalesifiers, we will test our
approach with a wide range of parameterizations of the L\{@rithm on every class,
letting the system decide which parameters are the bestbf@ass.
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