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Abstract. In this paper, an integrated system for searching the official documents
published by the Parliament of Andalusia is presented. It uses the internal struc-
ture of these documents in order to offer not only complete documents but parts
of them given a query. Additionally, as the sessions of the Parliament are recorded
in video, jointly to the text, the system could return the associated pieces of video
to the retrieved elements. To be able to offer this service, several tools must be de-
veloped: PDF converters, video segmentation and annotation tools and a search
engine, all of them with their corresponding graphic interfaces for interacting
with the user. This paper describes the elements which comprises it.

1 Introduction

The Parliament of Andalusia was established in 1982. From that moment, this insti-
tution generates a group of electronic documents in PDF format called session diaries
and the official gazettes, published in the www.parlamentodeandalucia.es site. More-
over, the sessions are recorded in video, so additionally to the transcriptions, the digital
library of the Parliament is complemented with the videos.

In the session diaries, and therefore, in the videos, we can find all the participa-
tions of the members of parliament, and also all the agreements achieved in the plenary
sessions of the Permanent and Commission Delegation passing laws or celebrating in-
formative sessions with members of the regional Government.

If we take into account that each session celebrated in the parliament presents a very
well defined structure, as well as the fact that each document contains an exact replica
of its corresponding session, the content of each PDF is organized according to a strict
and rich structure that may be useful in terms of retrieval.

In the field of Information Retrieval (IR) [1], when the retrieval mechanism is able
to use the structured information contained in the documents, we are dealing with so-
called structured IR [2]. Then, the internal organization of the documents is used to give
back the user, instead of a whole relevant document, only those parts of them which are
relevant. This means an important saving of user time.

Thanks to the internal organization of the text from session diaries and the official
gazettes, the legislative collection of the Parliament of Andalusia could be studied from
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1 http://irutai.ugr.es/WebParlamento/index.php
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Fig. 1. System Architecture.

4 Video Segmentation and XML Annotation

Our aim is to find a method able to segment [6, 8] the videos of the Parliament of An-
dalusia, in a correct and efficient way, without forgetting the complexity of the imple-
mentation, which has to be low. These videos show long scenes, with few movements,
and sudden changes. This means that the analysis of objects in the scene [9] is not go-
ing to help, because the speakers are usually static in the talk. In the chamber of the
Parliament, there are four fixed cameras, focussing to the speaker, a general view of
the chamber, and two centred in the seats of the deputies. Therefore, the realization
of these videos is usually very static, and therefore very easy to detect the changes of
cameras. Considering the segmentation using shot differences [10, 11], we shall notice
that in the changes of camera, these differences are large, and inside the same segment,
the differences are low, because the cameras are static and the movement is almost null.
Therefore, we shall use this last method, considering the colour as the feature in which
the method will be based on, basically because of the simplicity of the method and good
results.

The implemented segmentation algorithm is based on detecting differences between
shots. More specifically, these differences will be given by the different colours of the
shots. We shall adopt a grey scale representation. From the RGB images of the video, we
get that representation using a simple transformation: I(i,j) = (R(i,j) + G(i,j) + B(i,j))/3,
where I is the matrix that represents the image in grey scale; R, G and B are the matrixes
that represent the levels of red, green and blue of the image, respectively, and i and j are
the indexes of a pixel. The histogram of the image represents the number of pixels that
have a specific grey level on it. Considering that 8 bits are used to represent the intensity
of 256 tones of the grey scale, we could represent the image by means of vectors of 256
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Fig. 2. User interface for the segmentation tool. Fig. 3. User interface for the annotation tool.

Figure 3 shows the user interface of the annotation tool. It is composed of four win-
dows. The left window shows the tree representation of an XML document containing
a session diary. If a leaf node is clicked, then the text contained in it is shown in the
central uppest window. The window below contains the segments found in the first part
of the process. Finally, a player is included in the right part of the interface, in order
to help the annotation. The annotation process is as follows: the user selects a segment
in the video, then find the node in the XML document containing the transcription of
the audio of that segment, and by means of a drag and drop action, associate the former
with the latter. These steps are repeated until all the segments have been assigned a node
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Fig. 4. An example of the CID model.

To solve an influence diagram, the expected utility of each possible decision has
to be computed, thus making decisions which maximize the expected utility. In our
case, the situation of interest corresponds with the information provided by the user
when he/she formulates a query, Q, so we wish to compute the expected utility of each
decision given the query. In the context of a typical decision making problem, once the
expected utilities are computed, the decision with greatest utility is chosen: this would
mean to retrieve the structural unit Ui if the expected utility of retrieving is greater than
the expected utility of not retrieving, and not to retrieve otherwise.

6 The Search Interface: Interacting with the User

The user interface of the search engine is based on a web page (http://irutai.ugr.es/-
WebParlamento), where a user, who wants to get some information from the legislative
collection of the Parliament of Andalusia, is able to express her/his information needs
by means of a form (see Figure 5). The search parameters are the number of legislature,
the kind of document (session diaries or official gazettes), publishing dates, range of
documents, and finally, the query text. There is also the possibility of indicating how
the results are arranged: a) Only one result for document: The system will show only
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Fig. 5. User interface for searching.

Fig. 6. Results of a query.

Once, the search engine has computed the relevance degree of the structural units of
the collection, the results are presented in a second web page in groups of ten. For each
result, it is provided a brief portion of the text of the structural unit, a link to the corre-
sponding PDF document that contains this unit, a link to the XML document displayed
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