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Abstract. Finite mixture modelling is a standard pattern recognition technique.
However, in statistical machine translation (SMT), the use of mixture modelling
is currently being explored. Two main advantages of the mixture approach are
first, its flexibility to find an appropriate tradeoff between model complexity and
the amount of training data available and second, its capability to learn specific
probability distributions that better fit subsets of the training dataset. This latter
advantage is even more important in SMT, since it is widely accepted that most
state-of-the-art translation models proposed have limited application to restricted
semantic domains. In this work, we revisit the mixture extension of the well-
known MZ* translation model. The M2 mixture model is evaluated on a word
alignment large-scale task obtaining encouraging results that prove the applica-
bility of finite mixture modelling in SMT.

1 Introduction

Finite mixture modelling is a popular approach for density estimation in many scientific
areas [1]. On the one hand, mixtures are flexible enough for finding an appropriate
tradeoff between model complexity and the amount of training data available. Usually,
model complexity is controlled by varying the number of mixture components while
keeping the same parametric form for all components. On the other hand, maximum
likelihood estimation of mixture parameters can be reliably accomplished by the well-
knownExpectation-Maximisation (EMjlgorithm [2, 3].

One of the most interesting properties of mixture modelling is its capability to learn
a specific probability distribution in a multimodal dataset that better explains the general
data generation process. In translation tasks, these multimodal datasets are not an ex-
ception, but the general case. Indeed, it is easy to find corpora from which several topics
could be drawn. These topics define sets of topic-specific lexicons that need to be trans-
lated taking into the Semitic context in which they are found. This semantic ambiguity
problem could be overcome by learning topic-dependent translation models that cap-
ture together the semantic context and the translation process. The application of finite
mixture modelling to SMT is currently being explored with successful results [4-6].

Previous work on finite mixture modelling applied to SMT has mainly focused on
the mixture extension of word-based alignment models, more precisely, the well-known
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IBM alignment models [7, 8]. In [4], a mixture extension o&tM2 model is proposed,
reporting appealing results on a small synthetic task [4jweler, the question that
arises is whether these positive results on a small taskeartbapolated to large-scale
tasks. This paper presents an alternative evaluation dfithmixture model on a word
alignment shared task that serves as a reference task in $MBJ.

Indeed, word alignment is the first step towards the constnuof modern phrase-
based SMT systems [14-17]. It involves the induction of adwvorapping from a
(source) language into another (target) language overghiéil sentences. The second
phase uses statistics over these learnt word alignmentrisidte new sentences.

In this paper, we first review the M2 in Section 2, before dagwthe M2 mixture
model in Section 3. In Section 4, we introduce the evaluati@trics that are used to
assess word alignment quality of the proposed model on theedhask presented in
Section 5. Section 6 is devoted to experimental results autidh 7 concludes and
provides an outlook on future work.

2 TheM2 modd

2.1 TheMode

Let (x,y) be a pair of source-target sentences;:.€ a sentence in a certain source
language ang is its corresponding translation in a different target laage. Lett and
Y denote the source and target vocabularies, respectivieéylBM alignment models
are parametric models for the translation probability | ); i.e., the probability that
is the source sentence from which we get a given translgtion

The IBM alignment models assume that each source woecdnsected to exactly
onetarget word. Also, it is assumed that the target sentenceahasitial NULL or
emptyword to which source words with no direct translation arersted. Formally, a
hidden variable: = ayaz - - - a|, is introduced to reveal, for each source word position

Jj, the target word position; € {0,1,..., |y|} to which it is connected. Thus,
plely)= > plz.aly) (1)
a€A(z,y)

where A(z,y) denotes the set of all possible alignments betwe@mdy. The term
p(x,a|y) can be factorised as source position-dependent probedbilit

||

p(@aly) = [ p(zj,a;]al™" 217" y) )
j=1

In the case of the IBM model 2, it is assumed thabnly depends ori and|y|, and
thatz; only depends on the target word to which it is connecigd, Hence,
P(%, aj|a{717 ${717 y) = p(a‘j |]7 |y|) p(xj ‘yaJ) (3)
and the set of unknown paramet@somprises

o [Pl Vil ke (L el andyl o
p(u|v) ue X,ve).



Note that the alignment parameters defined here are slidiffidyent from those defined
in the original parametrisation [8], which also depend@np(i | j, |z, |y|)-

Putting Egs. (1), (2) and (3) together, we define the M2 maafadr some straight-
forward manipulations, as follows:

Iz lyl

p(ly) =D pGld ) plw;ly:)- 5)
j=11=0
2.2 Maximum Likelihood Estimation

It is not difficult to derive an EM algorithm to perform maximmulikelihood estima-
tion of ® with respect to a collection oV independent training sampléX,Y) =
{(z1,v1),...,(xN,yn)}. The log-likelihood function is:

N
= Z 1ogZp(a:n, anlyn) (6)
n=1 n

with

[zn]

xnaanwn Hp anJ|.7 |yn (fnj|ynanj)
|In| ‘yn
=TT T 1pi 1. 9D) planglyns)1 ()

J=114i=0

where, for convenience, the alignmentvariablg, € {0,1, ..., |y,

ten as an indicator vector in EQ. (B)s; = (@njo, - - 1anjly,|)» With 1 in positiona,, j;
and zeros elsewhere.

Now, we can definel as the set of alignment indicator vectors associated wéh th
bilingual pairs(X, Y") with

A=(a1,..,0n,...,an)° (8)

where variabled is the missing data in the M2 model.

The EM algorithm maximises Eg. (6) iteratively, through #hyeplication of two
basic steps in each iteration: the E(xpectation) step amiiaximisation) step.

The E step computes the expected value of the logarithpi®f A | Y'), given the
(incomplete) data samplgs(,Y) and a current estimate @, ©*). Given that the
alignment variables il are independent from each other, we can compute the E step
as theQ function in the EM terminology,

N
Q@0 =" E(log p(wn, an | yn; ©) | 2n, yn, OF) €)
n=il

N |93n| |yn

= Z Zzanﬂ [logp(i| j, [ynl) + log p(Ts; [ Yni)] (10)

n=1 j=1 i=0



with

) _ _ P(13lynD)™ plans [yni) ™) 1
nji [ . ( )
‘Zop(i/ |, |yn|)(k) p(xnj | yni’)(k)

That is, the expectation of worgl,; to be connected tg,,; iS our current estimation
of the probability ofz,,; to be translated int@,,;, instead of any other word ig,,
(including the NULL word).

Then, the M step finds a new estimate@f@*+1), by maximising Eqg. (9), using
Eqg. (11) instead of the missing, ;. This results in:

N
(k)
ngl Apji
el
p(i] 4, [y) " = == vi,j andlyl; (12)
> k)
i'=0 n=1 e
jg‘wn|
lyn|=lyl
and N |27 | [y | (k)
DD A ji
RSt S =D
p(ufv)FHD) = Eng =t Ui Yu € X andv € ). (13)

N ‘wn‘ ‘yn‘

DD DD DEND DI
wWEX n=1 j=1 i=0

! Ypi=
Tpj=u Yni="0

An initial estimate for@, @°, is required for the EM algorithm to start. In the case
of the M2 model, we use the initial solution given by the M1 rabevhich is a particular
case of the M2 model in which alignment probabilities ardamily distributed; i.e.,

1
ly| +1

p(i |4,y = Vi, j and|y|. (14)

3 Mixture of M2 models

3.1 TheMode

A finite mixture model is a probability (density) function thfe form:

T
p(z) = S p(t)plz] ) (15)
t=1

whereT is thenumber of mixture componergad, for each componettp(t) € [0, 1]

is its prior or coefficientandp(z | t) is its component-conditional probability (density)
function It can be seen as a generative model that first selectshttoamponent with
probability p(¢) and then generatesin accordance withy(z | t). It is clear that finite



mixture modelling allows generalisation of any given proitiatic model by simply
using more than one component.

In this work, we are interested in modelling the translapoobabilityp(x | y) using
aT-componenty-conditional mixture of M2 models:

plzy) = Zp p(z|y,t) (16)
where
lz| yl
plaly t) = [T D_ w1 Iyl t) plajlyi t) (17)
Jj=11=0

Note that we could have maggt) to depend ory in Eq. 16 but, for simplicity, this is
left for future work. Thus, the global vector of parametérss

O = (p(1),...,p(t),....,p(T);O@1,...0,...,07)". (18)

where for each componetitp(t) is its mixture prior or coefficient an®, comprises
the component-conditional parameters

_ ol lyl,t) Vie{0,1,.... |y}, je{1,..., |z} and|y|
@t_{p(uhf,t) ue X, ve. (19)

It is easy to extend the EM algorithm developed in the previgection to the case
of M2 mixtures. The Iog-likelihood function @ with respect taV training samples is

ZlogZZp xn,znyan|yn) (20)

Zn Qn
wherez,, = (2,1, . .., z,7) IS an indicator vector for the component generatipgand
p(xm Zn, An | Un) = H [p(t) p(xn, Qn | Yn, t)]zm (21)
r=ll
with
|z [yn]
P(@n,an |gnrt) = [T TT G 14 lynl, 00p(an; [y, )
7=11i=0

where, as in the previous sectiaf,;; = 1 means that theth training pair has its source
position; connected to target positianNote that data completion in the mixture case
includes the alignmentd and the component labels

Z:(zl,...,zn,...,zN)t (22)

as well. Thus, th@ function for the M2 mixture model becomes

@|@(k) ZZ’Z log p(t)

n=1t=1

[zn| |yn]

)0 (e angi) ™ ogpli | 4, lynl,t) +10g p(xn; [ yni )] . (23)
j=11i=0



with

£) (k) o | Uy t (k)
(k) ()" p(xn [ yn, ) (24)

Znt =

T
> o)) p(ay | yn, t)*)
t/'=1

and the expected value of; a;i,

(2nt anji)™ = 27(11? a‘ngj)it (25)
with ) )
pZ j7 yn7t px?’b yni7t
agfj)it _ (i]J,] | ) ( J | ) (26)

[y
i’ g (k) ; 0 1) (k)
n
Z p(Z |.]7 |y |7t) p(xn] |y7ll 7t)
=0

Note that Eq. (26) is just a component-conditional versibBa (11).
The M step now includes an updating rule for the mixture coieifits,

N
1
(k+1) _ * 2: (k)

and component-conditional versions of Eq. (12) and (13):

N
k k
21 Zflt)agzj)it
=
=z
. . Yn|=|Y ..
p(i |4yl t) "D = VI Vt,i, j and|y| (28)
L) (8)
i = nt nji't
i<lznl
[yl =ly]

and

s B wwm
=1 B i~ nr
YU+D) ;J:l: yl”zl’; | Vt, u andv. (29)
)ID DD DD DT
weXn=1 j=1 =0

’ =
T y=u' Yni=v

pu|v,t

The initialisation technique for the M2 model can be easiteaded to the mixture
case; i.e. by using a solution from a simpler mixture of IBMaduals.

3.2 Viterbi Alignment

In Eq. (1), we introduced the concept of alignment as an assmt between source
and target words, more precisely between source and taogétgms. However, this
alignmentinformation was missing in the translation pss;@nd we had to marginalise
over all possible values of the alignment variable.



In practise, we are interested in the most probable alighnaso known as the
Viterbi alignment,
4 = argmaxp(z,aly; O). (30)
a

Assuming a conventional M2 model, Eq. (30) can be triviallgximised

||

a= argmaXH H(llaxp(aj | 7, [y) (@) | Ya,)- (31)
a . J
Jj=1
In other words, the Viterbi alignment for the M2 model is cartgd as a local maximi-
sation for each source position, being its asymptotic €gst| - |y|).
Nevertheless, the computation of the Viterbi alignmentlierM2 mixture model is
approximated by maximising over the components in the maxtu

B
0~ argmax max, p(t) H1 max p(a; | [y], 1) p(x; | ya, ) (32)
s

being its asymptotic co$d(7T - |x| - |y|).

4 Evaluation Metrics

Word alignment is considered to be a complex and ambiguskd 18], and therefore
we need an annotation scheme that allows ambiguous aligert®ibe defined. The
experts conducting the annotation process are permittesktonvo types of alignments:
S (sure) andP (probable), such tha8 C P. Both of them may contain many-to-one
and one-to-many relationshipB.alignments are specially useful in cases like idiomatic
expressions, free translations and missing function words

Given a Viterbi alignment defined as

A={(a;)|1<a; <|y|} Vjl<j<|z| (33)

where the NULL alignments has been intentionally left outhef evaluation, precision
and recall measures can be computed

AN S|
IsI

|AN P

recall=
|A]

precision= (34)

as well as the alignment error rate (AER) [9] that is relateithe well-known F-measure

|[ANS|+ AN P
Al +15]

These definitions of precision, recall and AER are based eraisumption that a
recall error can occur only if afi alignment is not found and a precision error can occur
only if the found alignment is not eveR.

AER has been widely used in the scientific community to evalwsrd alignment
quality until very recently [9-13,19]. However in [20], Bexr and Marcu claim that

AER=1—

(35)



AER, though derived from the F-measure, does not penaliselanced precision and
recall, whereS C P. As aresult, AER is low correlated with translation qualéy pre-
viously reported in [21]. For this reason, they suggest argv-optimised F-measure
that controls the contribution of precision and recall,

precision recall
a - recall+ (1 — «) - precision

F-measurgy) = (36)

so that this metric is highly correlated with SMT performanc

5 Corpora

The corpus employed in the experiments was the Frenchginigknsard task consist-
ing of the debates of the Canadian parliament. This corpasésof the resources that
were used during the word alignment shared task organisedgdiine HLT/NAACL
2003 workshop on “Building and Using Parallel Texts” [22].

The independent test set is that defined in [23] which was algnlabelled by two
annotators. Each annotator comes up with and P alignment set. Th&' alignment
sets from each annotator are intersected to defined thenels alignment set, while
the reference’ alignment set is the result of the union of tRealignment sets from
both annotators. The definition of tifeand P alignment sets in this way guarantees
an alignment error rate of zero percent when we compareStaBgnments of each
annotator with the reference alignment. The corpus stiate shown in Table 1.

Table 1. Statistics on the French-English Hansard taskdenotesx 10°, andM denotesx10°).

Training se Trial set Test set
Fr En Fr En Fr En
sentence pairs 1.1M 37 447

average length | 20 17 IO 7 17 15
vocabulary size| 87K 68K | 0.3K 0.3K | 1.9K 1.7K
running words | 24M 20M | 0.7K 0.7K | 7.8K 7.0K
singletons 27K 20K | 0.3K 0.2K | 1.3K 1.1K

6 Experimental Results

The objective of these experiments is to study the evoldfgkER anda-optimised F-
measure on the Hansard task as a function of the number ofamengs in the M2 mix-
ture model. The results with the GIZA++ toolkit are for sgraheck reasons. Smooth-
ing parameters were manually tuned on the trial partitiomi@mise AER.

Table 2 presents AER figures on the test partition for M2 mixtonodel. Each
number in Table 2 is an average over values obtained fiorandomised initialisation,
that are used to estimate confidence intervals computedeestive standard deviation.
These experiments were performed for both directions, iEmdgirench (En-Fr) and
French-English (Fr-En) and varying the number of composhiénthe mixture model
(T =1, 2, 3). Experiments beyond 3 components per mixture were not egatse of



Table 2. AER figures on the test partition of the Hansard corpus forNtZ&mixture model
varying the number of components in the mixture=£ 1, 2, 3) and the conventional M2 model
implemented in the GIZA++ toolkit.

AER || GIzA++ | 1 2 3
FrEn [ 20.0 ‘ 19.6 19.0t0.1 18.8:0.1

En-Fr 18.3 17.6 17.2:0.1 16.8+0.1

Table 3. F-measureq = 0.2) figures on the test partition of the Hansard corpus for thei2
ture model varying the number of components in the mixtiite{1, 2, 3) and the conventional
M2 model implemented in the GIZA++ toolkit.

F-measure|| GIZA++ | 1 2 3

Fr-En 855 86.1 86.6+-0.2 86.8+-0.1
En-Fr 85.8 86.6 87.1+0.1 87.4+0.1

memory requirements. The number of iterations per modelwiasl® 2° for the M2
mixture model. Viterbi alignments were calculated acaogdd Eq. (32).

In Table 2, there is a statistically significantimprovemg&hen we go from the con-
ventional single-component M2 model to the multiple-comgrat M2 mixture model
for both language directions. Besides, the decrease in AEfRe English-French di-
rection from two to three components is also statisticatipigicant.

To have a broader view of the benefits and properties of theetadd question,
we decided to carry out an evaluation in termsaebptimised F-measure shown in
Table 3. According to [20] and being aware of the differenisesveen our work and
that presented in [20], we set= 0.2 in order to compute the corresponding F-measure
that would be fairly correlated with the performance of [@als&SMT performance.

Similarly to the AER results in Table 2, the computed F-meashows that there
is a significant improvement when we compare the conventibt?zamodel to the
multiple-component M2 mixture model. However, the smaffedence between two
and three components in terms of AER is diminished in theuatadn with F-measure.
In any case, the interpretation of the figures in Table 3 f@esin improvementin trans-
lation quality if we train a phrase-based SMT system with\therbi alignments of the
multiple-component M2 mixture model, instead of the corti@ral M2 model. This
hypothesis has to be corroborated with translation exg@rison the Hansard corpus.

7 Conclusions and Future Work

In this paper, we have revisited the M2 mixture model to penfan alternative eval-
uation based on Viterbi alignment quality. AER and F-measesults reported on a
large-scale shared task, as the Hansard corpus, unvéstistlty significant improve-
ments of the multiple-component M2 mixture model over thevemtional M2 model.
These encouraging results suggest the necessity of fustladwation for the M2
mixture model. This further evaluation would entail tharimag of a phrase-based SMT
system using word alignments supplied by the M2 mixture rhdidethis purpose, we
can employ the publicly available Moses toolkit [24], whialplements a state-of-the-
art phrase-based SMT system, and study the evolution ofdhslation quality of the
resulting system as a function of the number of componerttsaiM2 mixture model.



These results would corroborate the relation between mlan quality and translation
quality, demonstrating so the appropriateness of finitdum&modeling in SMT.

Alternatively, it would be interesting to develop mixturgensions of superior IBM

models, like Model 4 and 5, or the log-linear Model 6 [9] torfiaivalorate the contri-
bution of mixture modeling to state-of-the-art alignmeszgults.
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