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Abstract. This paper proposes a method to normalize handwritten lines of text
based on classifying a set of local extrema with supervised learning methods. The
points classified as lower baseline are used to accurately estimate the slope and
the horizontal alignment. A second step computes the reference lines of the slope
and slant corrected text in order to normalize the size. Experimental comparison
with other well known technique has been performed showing an improvement
in the recognition accuracy using HMMs.

1 Introduction

Handwritten text recognition is one of the most active areas of research in computer
science and it is comparatively difficult because of the high variability of writing styles.
Automatic handwriting recognition systems must include several preprocessing steps
for the purpose of reducing variations in the handwritten texts as much as possible.

For off-line handwriting recognition, this preprocessing typically relies on slope and
slant correction and normalization of the size of the characters. With the slope correc-
tion, the handwritten word is horizontally rotated such that the lower baseline is aligned
to the horizontal axis of the image. Slant is the clockwise angle between the verti-
cal direction and the direction of the vertical text strokes. Slant correction transforms
the word into an upright position. Ideally, the removal of slope and slant results in a
word image independent with respect to such factors. Finally, size normalization tries
to make the system invariant to the characters size and to reduce the empty background
areas caused by the ascenders and descenders of some letters.

Most of handwriting recognition systems comprise the detection of the different
areas of the cursive script: the main body area (area between the upper baseline and the
lower baseline), the ascenders, and the descenders (see the image from Figure 1 for an
example). These areas can be detected by means of horizontal histogram projection [1–
3] or also by obtaining the upper and lower contours of the image [4] after applying the
“Run-Length Smoothing Algorithm” [5]. None of these methods track baselines and
local extrema accurately, in the sense that they do not classify those points as belonging
or not belonging to these baselines. Our approach to image normalization consists in
automatically detecting and classifying those local extrema by using neural networks.
Some previous work on similar ideas was presented in [6, 7].
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Fig. 1. This image shows an example of the upper and the lower baselines, and the ascenders and
the descenders lines.

This paper presents new techniques to remove the slope and to normalize images
by labelling local extrema (interest points from ascenders, descenders and upper and
lower baselines) in the word images. The following scheme describes our system: first,
the handwritten image is enhanced and cleaned by a neural filter. Second, a connec-
tionist classifier detects the inferior local extrema in the handwriting images in order
to accurately obtain the lower baseline and to properly deslope the images. Then, slant
correction is performed with the approach described in [8]. Finally, another connec-
tionist classifier labels the local extrema in the images to accurately obtain the center
region, ascenders and descenders. This information is used to normalize the images.

Next section describes our approach, showing illustrative examples. Recognition
results for different methods are shown in Section 3 with the IAM corpus and the con-
clusions are drawn in Section 4.

2 Text Normalization using Local Extrema Classification

Since it is very difficult to recover errors generated in the preprocessing stages, our ap-
proach aims to use supervised machine learning techniques in the preprocessing stage
of the recognition process instead of relying on geometric heuristics, which sometimes
lack robustness. The proposed approach is based on the determination of the refer-
ence lines (ascender line, upper baseline, lower baseline and descender line) as shown
in Figure 1. These lines are obtained by first computing the local vertical extrema of
foreground pixels and later by classifying them into five categories: four categories as-
sociated to points in the reference lines and a fifth one for the rest.

2.1 Image Cleaning

Neural networks (usually a Multilayer Perceptron –MLP–) have been used in previous
works for image restoration [9–11]. We have also used neural network filters to estimate
the gray level of one pixel at a time [12]: the input to the MLP consisted of a square
of pixels that was centered at the pixel to be cleaned (see Figure 2), the output is the
restored value of the pixel. Given a set of noisy images and their corresponding clean
counterparts, a neural network was trained. The entire image was cleaned by scanning
all the pixels with the trained MLP which functions like a nonlinear convolution kernel.
The universal approximation property of a MLP guarantees the capability of the neural
network to approximate any continuous mapping [13]. We have found that this approach
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Fig. 2. Architecture of the artificial neural network to enhance and clean images. The entire image
is cleaned by scanning it with the neural network.

outperforms other classic spatial filters for reducing or eliminating noise from images
(the mean filter, the median filter, and the closing/opening filter [14]) when applied to
enhance and clean a homogeneous background noise.

2.2 Extrema Computation

The computation of local vertical extrema of foreground pixels proceeds in three stages:
in a first step, a contour of the image is obtained by searching positions within a column
between a background and a foreground pixel (see Figure 3). In a second step, the se-
lected points are grouped into lines following a proximity criterion. Finally, the maxima
of the upper contour and the minima of the lower contour are computed using a sliding
window and checking whether the central point is the maximum (or minimum) of the
window.

Fig. 3. Example of text contour used to obtain the extrema.

2.3 Extrema Classification by using MLPs

In this work, two MLPs have been used to classify the points into the five classes previ-
ously described. The input to the MLPs is a 500× 250 window centered at the point to
be classified, downsampled to 50× 30 values using a fisheye distortion (see Figure 4).
In this way, a detailed image near the interest point and a coarse representation of the
relative position of the surrounding text is obtained.

The first of the MLPs has two outputs with a softmax activation function to deter-
mine whether the input data is a lower baseline point or not, and the other MLP has
five outputs (with also a softmax activation function) corresponding to the five classes
previously described: ascender line point, upper baseline point, lower baseline point,
descender line point and any other point.
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Fig. 4. Fisheye lens example (from up-to-down): original image of 500 × 250 pixels centered
at the point to be classified; the same image with a fisheye lend transformation; the fisheye len
transformed image at the resolution 50× 30 used by the neural network classifier.

2.4 Slope and Slant Correction

The input image is divided into segments by means of a vertical histogram projection
of foreground pixels. This projection is used to obtain the mean space width between
letters and later to divide the image into segments using the mean space as a threshold.
For each of these segments, the lower baseline is estimated by means of least squares
fitting of the baseline points obtained by using the first MLP described above (see Fig-
ure 5, top). Finally, the slope of this line determines the angle for slope correction and
the vertical relative position of the segment. All segments are corrected, and displaced
(see Figure 5, bottom).

Fig. 5. Slope and slant correction. The slope correction uses the extrema points classified as lower
baseline.

The slant removal algorithm described in [8] is applied to the slope-corrected segments
obtained in the previous step.
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Fig. 6. Image normalization example (from up-to-down): image with slope and slant corrected
and local extrema labelled by the MLP; image normalized by using the points labelled by the
MLP; image normalized by using the points labelled by a human in order to observe the effects
of MLP classification error in the result image.

Fig. 7. Comparison of two different normalisation techniques (from up-to-down): The top figure
is the original image extracted from IAM database. The middle figure has been normalized using
the “second maximum” technique described in [4]. The bottom figure has been normalized with
our proposed method. As can be observed, our method does not preserve the aspect ratio but does
not distort the entire segment width in case of mistake.
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1 http://www.iam.unibe.ch/ zimmerma/iamdb/iamdb.html

169



(a)

(b)

(c)

Fig. 8. (a) Manually cleaned image, (b) Image artificially noised, (c) Example of an image cleaned
with the neural filter.

3.4 Feature Extraction

The feature extraction method used in the experimentation is the same as described
in [18] and consists in applying a grid to the image and computing three values for each
cell of the grid: the normalized gray level, the horizontal gray level derivative and the
vertical gray level derivative. A grid with square cells with 20 rows has been used in
all the experiments. In this way, every frame comprises 60 values. An example of the
graphical representation of the features obtained in this way is shown in Figure 10.

3.5 HMM Experiments

Hidden Markov Models (HMMs) are widely used in the recognition process of hand-
written text [19]. This work has used 78 continuous density HMMs of six states with a
mixture of 64 Gaussians in each state, and with a left-to-right topology without skips.
The models have been trained with the HTK toolkit. A bigram language model trained
with a subset of the LOB corpus has been used in the test evaluation.

A baseline has been established using a global thresholding technique and a median
filter for cleaning the input images, followed by the slope and slant removal described
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Training Validation
lines 723 50
words 5 249 353
points 430 929 29 965

ascenders 6.08 % 6.09 %
upper baseline 22.13 % 21.87 %
lower baseline 36.01 % 35.74 %
descenders 2.22 % 2.61 %
rest 33.56 % 33.68 %

Fig. 9. Graphical tool used to manually supervise the local extrema classification.

Fig. 10. An example of the graphical representation of the features extracted for the experiments
(from up-to-down): preprocessed image, normalized gray level, horizontal gray level derivative,
vertical gray level derivative.

in [3, 8] and by the “second maximum” normalization technique described in [4]. This
experiment obtained a word error rate (WER) of 22.86%.

The same experimentation has been performed with the preprocessing methods pro-
posed in this work, obtaining a WER of 18.25%, which is significantly better.

4 Conclusions

We have presented a new technique to remove the slope and to normalize handwritten
text line images by labeling local extrema.

The proposed method outperforms the baseline experiment, obtaining a roughly 20
percent relative improvement of the WER, showing in this way the practical importance
of the preprocessing stage for handwritten text recognition.
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