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Abstract: This work discusses the problem of exploration of an unknown environment using a collaborative group of
simple agents. While this problem was known to be of a non-polynomial time complexity, it was speculated
in the past that in grid domains the completion time of this problem is much lower (although analytic proofs
were not available hitherto). In this work we present a preliminary result concerning a constructive analytic
constraint for guaranteeing that the time complexity of this problem in grid domains is indeed polynomial.

1 INTRODUCTION

In recent years significant research efforts have
been invested in design and simulation of multi-
agent robotics and intelligent swarms systems —
see e.g. (Hettiarachchi and Spears, 2005; Wag-
ner and Bruckstein, 2001; Steels, 1990) or (Arkin,
1990; Mataric, 1992; Haynes and Sen, 1986) for biol-
ogy inspired designs (behavior based control models,
flocking and dispersing models and predator-prey ap-
proaches, respectively), (Gerkey and Mataric, 2002;
Rabideau et al., 1999; Thayer et al., 2000) for eco-
nomics applications and (Chevallier and Payandeh,
2000) for a physics inspired approach).

Tasks that have been of particular interest to re-
searchers in recent years include synergetic mis-
sion planning (Alami et al., 1998), swarm control
(Mataric, 1994), human design of mission plans
(MacKenzie et al., 1997), role assignment (Can-
dea et al., 2001), multi-robot path planning (Ya-
mashita et al., 2000), formation generation (Gordon
et al., 2003), formation keeping (Balch and Arkin,
1998), exploration and mapping (Rekleitis et al.,
2003), cleaning (Wagner et al., 2008) target tracking
(Shucker and Bennett, 2005) and many more.

Unfortunately, the mathematical\ geometrical
theory of such multi-agents systems is far from being
satisfactory, as pointed out in (Beni and Wang, 1991;
E.Bonabeau et al., 1999; Efraim and D.Peleg, 2007;
Olfati-Saber, 2006) and many other papers.

One of the most interesting challenges for a
robotics swarm system is the design and analysis
of a multi-robotics system for searching and explo-
ration (in either known or unknown areas). For ex-
ample, works discussing cooperative searching tasks
for static or dynamic targets can be found in (Alt-
shuler et al., 2005b; Kerr and Spears, 2005; Passino
et al., 2002; Polycarpou et al., 2001; Stone, 1975;
Koopman, ; Vincent and Rubin, 2004) whereas ex-
amples for cooperative coverage of given regions are
presented in (Rekleitisy et al., 2004; Rekleitis et al.,
2005; Kong et al., 2006).

In this work we discuss the general problem of
collaborative search of an unknown grid domains by
a decentralized group of ant-like robots, while trying
to establish an analytic proof for its time complex-
ity. The strategy that will be used will based on the
presentation of an “archetype problem”, to which an
analytic upper bound over its completion time will be
presented. From this bound, the time complexity of
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the problem will be derived, and shown to be polyno-
mial (when the bound predicts that the problem can
be solved). Cases where the bound does not predict
a successful completion of the mission are not treated
here, although it is our belief that further analysis of
the bound may yield a similar result for these cases as
well.

Existing approaches and results are discussed in
Section 2, while a conjecture concerning the time
complexity in grid domains is presented in Section 3.

2 RELATED WORK AND
MOTIVATION

In general, most of the techniques used for the task
of a distributed coverage use some sort of cellular
decomposition. For example, in (Rekleitisy et al.,
2004) the area to be covered is divided between the
agents based on their relative locations. In (Butler
et al., 2001) a different decomposition method is be-
ing used, which is analytically shown to guarantee a
complete coverage of the area. Another interesting
work is presented in (Acar et al., 2001), discussing
two methods for cooperative coverage (one proba-
bilistic and the other based on an exact cellular de-
composition). All of the works mentioned above,
however, rely on the assumption that the cellular de-
composition of the area is possible. This in turn, re-
quires the use of memory resources, used for stor-
ing the dynamic map generated, the boundaries of the
cells, etc’. As the initial size and geometric features
of the area are generally not assumed to be known
in advance, agents equipped with merely a constant
amount of memory will most likely not be able to use
such algorithms.

Surprisingly, while existing works concerning dis-
tributed (and decentralized) coverage often present
analytic proofs for the ability of the system to guaran-
tee the completion of the task (for example, in (Acar
et al., 2001; Butler et al., 2001; Batalin and Sukhatme,
2002)), unfortunately, most of them lack analytic
bounds for the coverage time (although in many cases
an extensive amount of empirical results of this na-
ture is made available). It can well be said that the
time complexity of this problem, as well as the simi-
lar results for a variety of its derivatives, are still un-
available.

An interesting work to mention in this scope is
this of (Svennebring and Koenig, 2004; Koenig and
Liu, 2001), where a swarm of ant-like robots is used
for repeatedly covering an unknown area, using a real
time search method callednode counting. By using
this method, the robots are shown to be able to effi-

ciently perform such a coverage mission, and analytic
bounds for the coverage time are discussed. Based on
a more general result for undirected domains shown
in (Koenig et al., 2001), the following bound is given :

The cover time of teams of ant robots (of a
given size) that use node counting on strongly
connected undirected graphs can be exponen-
tial in the square root of the number of ver-
tices.

Namely :
f (k) = O(2

√
S0) (1)

denoting the covering time ofk robots by f (k), and
the initial area of the region to be explored byS0.

It should be mentioned though, that in (Sven-
nebring and Koenig, 2004) the authors clearly state
that it is their belief that the coverage time of robots
using nodes counting in grids is much smaller. This
estimation is also demonstrated experimentally. How-
ever, no analytic evidence for this was available thus
far. As grid domains are often used as an approxima-
tion for a problem inR2, the importance of such result
is also likely to supersede its relevance to “purely dis-
crete” problems.

3 TIME COMPLEXITY IN GRID
DOMAINS

For dealing with the generic problem of exploring an
unknown grid domain, we propose to discuss the “Dy-
namic Cooperative Cleaners” problem, a problem that
requires several simple agents to clean a connected
region of “dirty” pixels in Z2. A number of simple
agents move in this dirty region, unaware of its size of
shape, each having the ability to “clean” the place it is
located in. Their goal being to jointly clean the given
dirty region. The dynamic generalization of the prob-
lem involves a deterministic expansion of dirt in the
environment, simulating spreading ofcontamination,
or fire. By controlling the initial “contaminated” re-
gion any kind of search space inZ2 can be simulated
(and any search space inR2 can be approximated).
By employing the dynamic property of the contami-
nation, other known problems can be derived. For ex-
ample, collaborative hunting for evading targets (Alt-
shuler et al., 2005b; Vincent and Rubin, 2004) may
be simulated by using spreading contamination as the
union of all possible target’s locations.

It is also important to note that as the agents used
in this problem are assumed to be as limited as pos-
sible (see more details in Section 3.1, any result ob-
tained for this model will automatically be applicable
for almost any other model of agents conceivable.
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3.1 Cooperative Cleaners Problem

We shall assume that the time is discrete. Let the
undirected graphG(V,E) denote a two dimensional
integer gridZ2, whose vertices (or “tiles”) have a bi-
nary property called ‘contamination’. Let contt(v)
state the contamination state of the tilev at time t,
taking either the value “on” or “ off”. Let Ft be the
contaminated sub-graph ofG at time t, i.e. : Ft =
{v∈ G | contt(v) = on}. We assume thatF0 is a sin-
gle connected component. Our algorithm will pre-
serve this property along its evolution.

Let a group ofk agents that can move on the grid
G (moving from a tile to its neighbor in one time step)
be placed at timet0 onF0, at pointp0 ∈ Ft . Each agent
is equipped with a sensor capable of telling the con-
tamination status of all tiles in the digital sphere of
diameter 7, which surrounds the agent. An agent is
also aware of other agents which are located in these
tiles, and all the agents agree on a common direction.
Each tile may contain any number of agents simulta-
neously. Each agent is equipped with a memory of
sizeO(logk) bits. When an agent moves to a tilev,
it has the possibility of cleaning this tile (i.e. causing
cont(v) to becomeoff. The agents do not have any
prior knowledge of the shape or size of the sub-graph
F0 except that it is a single and simply connected com-
ponent.

The contaminated regionFt is assumed to be
coated at its boundary by a rubber-like elastic bar-
rier, dynamically reshaping itself to fit the evolution
of the contaminated region over time. This barrier
is intended to guarantee the preservation of the sim-
ple connectivity ofFt , crucial for the operation of the
agents, due to their limited memory. When an agent
cleans a contaminated tile, the barrier retreats, in or-
der to fit the void previously occupied by the cleaned
tile. Every d time steps the contamination spreads.
That is, ift = nd for some positive integern, then :

∀v∈ Ft ∀u∈ 4−Neighbors(v) , contt+1(u) = on

While the contamination spreads, the elastic barrier
stretches while preserving the simple-connectivity of
the region, as demonstrated in Figure 1. For the
agents who travel along the tiles ofF, the barrier sig-
nals the boundary of the contaminated region.

The agents’ goal is to cleanG by elimi-
nating the contamination entirely, meaning that :
(∃tsuccesss.t Ftsuccess= /0). In addition, it is desired that
time tsuccesswill be minimal.

It is important to note that no central control is
allowed, and that the system is fully decentralized
(i.e. all agents are identical and no explicit communi-
cation between the agents is allowed). An important

Figure 1: A demonstration of the barrier expansion process
as a result of a contamination spread.

advantage of this approach, in addition to the simplic-
ity of the agents, is fault-tolerance — even if almost
all the agents cease to work before completion, the re-
maining ones will eventually complete the mission, if
possible.

3.2 Existing Results

The cooperative cleaners problem was previously
studied in (Wagner et al., 2008) (static version) and
(Altshuler et al., 2005a; Altshuler et al., 2009) and
others (dynamic version). A cleaning algorithm was
proposed (used by a decentralized group of simple
mobile agents, for exploring and cleaning an un-
known “contaminated” sub-gridF , expanding every
d time steps) and its performance analyzed. Follow-
ing are two existing results containing upper bounds
on the cleaning algorithm’s completion time.

For some values ofd andk, the cleaning might be
completed intstatic time steps, even before the con-
tamination is able to spread even once:

Theorem 1. If tstatic < d, then the region is known to
be cleaned in less than d time steps (namely, before
any contamination spread), where :

tstatic ,
8(|∂F0|−1) · (W(F0)+k)

k
+2k

whereW(F) is the region’s depth (the shortest
path from some internal point inF to its surface,
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for the internal point whose said shortest path is the
longest) and∂F denotes the boundary ofF , defined
as :

∂F = {v | v∈F ∧ 8−Neighbors(v) ∩ (G \ F) 6= /0}
For a contaminated regionF0, for which the

contamination is predicted to spread before being
cleaned, then the following result is available :

Theorem 2. Let µsuccess, min{x∈ {µ1,µ2}|x > 0}
where µ1 and µ2 are defined as :

(A4−A1A3)±
√

(A1A3−A4)2−4A3(A2−A1−A1A4)

2A3

where :

A1 =
c0 +2− γ2

4
, A2 =

c0 +2+ γ2

4
, A3 =

8 · γ2

d ·k ,

A4 = γ1−
γ2 · γ

d
, γ1 = ψ(1+A2)−ψ(1+A1)

γ2 =
√

(c0 +2)2−8S0+8)

γ =
8(k+W(F0))

k
− d−2k

|∂F0|−1
If such µSUCCESSexists then tsuccess= (µsuccess−1) ·d.

Wherec0 is the circumference of the initial region
F0, and whereψ() is theDigammafunction (studied
in (Abramowitz and Stegun, 1964)) — the logarith-
mic derivative of the Gammafunction, defined as :

ψ(x) =
d
dx

lnΓ(x) =
Γ′(x)
Γ(x)

or as :

ψ(x) =

∫ ∞

0

(

e−t

t
− e−xt

1−e−t

)

dt

3.3 Grid Exploration Complexity

Using Theorem1, as|∂F0| = O(S0) and asW(F0) =
O(

√
S0) we see that :

tstatic(k) = O

(

1
k

S1.5
0 +S0+k

)

As for practical reasons we assume thatk < S0 we
can see that :

tstatic(k) = O

(

1
k

S1.5
0 +S0

)

and when the number of robots is independent in the
size of the region, we can write :

Corollary 1. If

8(|∂F0|−1) · (W(F0)+k)
k

+2k < d

Then
tstatic(k) = O

(

S1.5
0

)

The analysis becomes slightly more complicated
when 8(|∂F0|−1)·(W(F0)+k)

k + 2k ≥ d, namely — when
the contamination spreads before the robots had com-
pleted its cleaning. In this case, the cleaning time
of the robots might be significantly longer, as clean
tiles might become contaminated once again, while
the robots are busy cleaning the evolving contami-
nated region. In order to analyze the complexity of
the robots’ cleaning time we shall use Theorem 2 :

Therefore :
tSUCCESS=

d ·O
(

A1 +
A4

A3
+

√

A2
1 +

A1A4 +A1 +A2

A3
+

A2
4

A2
3

)

=

d ·O
(

A1 +
A4

A3
+A1 +

√
A3

√
A1A4 +A1 +A2

A3
+

A4

A3

)

=

d ·O
(

A1 +
A4

A3
+

√
A1A4 +

√
A1 +

√
A2√

A3

)

=

d ·O
(

c0 + γ2 +dk
γ1

γ2
+kγ+

√
k
√

c0 + γ2
√

γ
)

+

+d ·O
(

√
k

√
c0 + γ2

(√

dγ1 +1
)

√γ2

)

Taking into consideration that(γ2 ∈R)⇒ (γ2 ≥ 1)
and thatγ2 = O(c0) we can write the previous expres-
sion as :

d ·O
(

c0 +dkγ1 +kγ+
√

k
√

c0

(

√

dγ1 +1+
√

γ
))

(2)
As |∂F0|= O(S0) and asW(F0) = O(

√
S0) we can

see that :

γ = O

(√
S0

k
+

d+k√
S0

)

and when we require that the number of robots is in-
dependent of the size of the region, we can assume
thatk <

√
S0 and write :

γ = O

(

√

S0 +
d√
S0

)

And as the delay between two spreads can assumed
to be smaller than the size of the region, we can
see thatγ = O

(√
S0
)

. In addition, remembering that
O(

√
S0) ≤ c0 ≤ O(S0) we can rewrite the expression

of equation 2 as follows :

tSUCCESS= d ·O
(

c0 +dkγ1 +k
√

S0 +
√

kdc0γ1 +
√

kS0

)

(3)
Let us observeγ1 :

γ1 , ψ
(

1+
c0 +2+ γ2

4

)

−ψ
(

1+
c0 +2− γ2

4

)
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As (γ2 ∈ R) ⇒ (γ2 > 0) we are guaranteed that
(

1+ c0+2+γ2
4

)

> 1. Note thatψ(1) = −γ̂ whereγ̂ is

theEuler-Mascheroniconstant, defined as :

γ̂ = lim
n→∞

[(

n

∑
k=1

1
k

)

− log(n)

]

=

∫ ∞

1

(

1
⌊x⌋ −

1
x

)

dx

which equals approximately 0.57721. In addition,
ψ(x) is monotonically increasing for everyx > 0. As
we also know thatψ(x) is upper bounded byO(ln(x))
for large values ofx, we see that :

−0.58< ψ
(

1+
c0 +2+ γ2

4

)

< O(ln(c0)) (4)

We now need to present a bound for

ψ
(

1+ c0+2−γ2
4

)

. For this, it is sufficient to show that
(

1+ c0+2−γ2
4

)

> 1. It is easy to see that this holds

whenc0 ≥ γ2 :

c0 ?≥ γ2 ,

√

(c0 +2)2−8 · (S0−1) =⇒

c2
0 ?≥ (c0+2)2−8·(S0−1)= c2

0+4c0−4−8S0 =⇒
2S0+1 ?≥ c0

which of course holds, asc0 ≤ 2S0 − 2. Therefore
(

1+ c0+2−γ2
4

)

> 1 which implies :

−0.58< ψ
(

1+
c0 +2− γ2

4

)

< O(ln(c0)) (5)

Combining equations 4 and 5 we see that :

−O(ln(c0)) < γ1 < O(ln(c0)) (6)

Using equation 6 in order to rewrite equation 3
produces :

Conjecture 1.
tSUCCESS=

d·O
(

c0 +dkln(c0)+k
√

S0 +
√

dkc0 ln(c0)+
√

kS0

)

Comparing this to the bound of equation 1, we
see that when successful completion of the mission
by the cleaning protocol proposed is guaranteed, its
time complexity is polynomial, asc0,d,k < O(S0).

4 CONCLUSIONS

In this work the decentralized exploration problem us-
ing a group of simple, ant-like agents was discussed.
A conjecture suggesting that the time complexity of
this problem in grid domain is polynomial was pre-
sented. This was done by introducing a constraint
which when followed guarantees a polynomial time
completion. The importance of this result, as well as
several related work were also discussed.
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