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Abstract. Recent work has focused the incorporation of a priori knowledge into
the data clustering process, in the form of pairwise constraints, aiming to im-
prove clustering quality and find appropriate clustering solutions to specific tasks
or interests. In this work, we integrate must-link and cannot-link constraints into
the cluster ensemble framework. Two algorithms for combining multiple data
partitions with instance level constraints are proposed. The first one consists of
a modification to Evidence Accumulation Clustering and the second one maxi-
mizes both the similarity between the cluster ensemble and the target consensus
partition, and constraint satisfaction using a genetic algorithm. Experimental re-
sults shown that the proposed constrained clustering combination methods per-
formances are superior to the unconstrained Evidence Accumulation Clustering.

1 Introduction

Data clustering is an unsupervised technique that aims to partition a given data set
into groups or clusters, based on a notion of similarity or proximity between data pat-
terns. Similar data patterns are grouped together while heterogeneous data patterns are
grouped into different clusters. Data clustering techniques can be used in several ap-
plications including exploratory pattern-analysis, decision-making, data mining, docu-
ment retrieval, image segmentation and pattern classification [1]. Despite a large num-
ber of clustering algorithms have been proposed, none can discover all sorts of cluster
shapes and structures.

In the last decade, cluster ensembles approaches have been introduced based on the
idea of combining information from multiple clusterings results to improve data clus-
tering robustness [2], reuse clustering solutions [3] and cluster data in a distributed way.
The main proposals to solve the cluster ensemble problem are based in: co-associations
between pairs of patterns [2, 4, 5], graphs [6], hyper-graphs [3], mixture models [7] and
the search for a median partition that summarizes the cluster ensemble [8].

A recent and very promising area is constrained data clustering [9], allowing the
incorporation of a priori knowledge about the data set into the clustering process. This
knowledge is mapped as constraints to express preferences, limitations and/or condi-
tions to be imposed in data clustering, making it more useful and appropriate to specific
tasks or interests. The constraints can be set on a more general level using rules that
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are applied to the entire data set, such as data clustering with obstacles [10], at an inter-
mediate level, where they are applied to data features [11] or to groups’ characteristics,
such as, the minimum and maximum capacity [12], or at a more specific level, where
the constraints are applied to data patterns, using labels on some data [13] or the re-
lations between pairs of patterns [11]. Relations between pairs of patterns (must-link
and cannot-link constraints) have been the most studied due to their versatility, because
many constraints on more general levels can also be represented by relations between
pairs of patterns. Several constrained data clustering algorithms were proposed con-
cerning various perspectives: inviolable constraints [11], distance editing [14], partial
label data [13], constraints violation penalty [15] and modification of the generation
model [13].

In this paper we propose to integrate pairwise constraints into the clustering ensem-
ble framework. We build on previous work on Evidence Accumulation Clustering and
propose a new approach based on maximizing the Average Cluster Consistency and
Constraint Satisfaction measures using a genetic algorithm.

The rest of this paper is organized as follows. Section 2 presents the cluster en-
semble problem formulation and describes the Evidence Accumulation Clustering. We
propose an extension to Evidence Accumulation Clustering Approach in Section 3.
Section 4 presents a new approach to constrained clustering combination using a ge-
netic algorithm. We describe the experimental setup used to assess the performance of
the proposed approaches in Section 5 and the results are shown in Section 6. Finally,
Section 7 concludes this paper.

2 Background

2.1 Problem Formulation

Let X = {21, --,z,} be a set of n data patterns and let P = {C4,---,Ck} be a
partition of A into K clusters. A cluster ensemble P is defined as a set of N data
partitions P! of X

’PZ{PI,"',PN}7PZZ{Civ"'vcéd}» 1)

where C]i is the kth cluster in data partition P!, which contains K clusters, with

1
i ICHl =n Wl e {1, N},

There are two fundamental phases in combining multiple data partitions: the parti-
tion generation mechanism and the consensus function, that is, the method that com-
bines the N data partitions in P. There are several ways to generate a cluster en-
semble P, such as, producing partitions of X using different clustering algorithms,
changing parameters initialization for the same clustering algorithm, using different
subsets of data features or patterns, projecting X to subspaces and combinations of
these. A consensus function f maps a cluster ensemble P into a consensus partition
P*, f : P — P*, such that P* should be consistent with P and robust to small varia-
tions in P.

In this work we focus on combining multiple data partitions into a more robust
consensus partition using a priori information in terms of pairwise relations. These
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relations between pair of patterns are represented by two sets of constraints: must-link
(C-) and cannot-link (C) constraint sets. A must-link constraint between z; and z;
data patterns, i.e. (z;, mj) € C_, indicates that z; and x; should belong to the same
cluster in the clustering solution and a cannot-link constraint, i.e. (z;, xj) € C, points
that z; should not be placed in the cluster of x;. These instance level constraints can
be seen as hard or soft constraints. When C— and C are defined as hard constraint
sets, if (z;,z;) € C= then both data patterns must belong to the same cluster in the
clustering solution and if (z;,x;) € Cx these patterns cannot be grouped into the same
cluster. When C_ and C are defined as soft constraint sets, must-link and cannot-link
constraints can be thought as preferences of grouping (z;,x;) into the same cluster
or into different clusters, but not an obligation. Is this work we explore both types of
constraints.

2.2 Evidence Accumulation Clustering

Evidence Accumulation Clustering (EAC) [2] considers each data partition P! € P
as an independent evidence of data organization. The underlying assumption of EAC
is that two patterns belonging to the same natural cluster will be frequently grouped
together. A vote is given to a pair of patterns every time they co-occur in the same
cluster. Pairwise votes are stored in a n X n co-association matrix and are normalized
by the total number of data partitions to combine:

N l
1= votes;

. @)

C0_aSS0C;; =

where voteéj = 1if z; and x; belong to the same cluster C’]l€ in the I data parti-
tion P!, otherwise voteﬁj = (. This voting mechanism avoids the need of making the
correspondence between clusters in different partitions because only relation between
pairs of patterns are considered. The resulting co-association matrix corresponds to a
non-linear transformation of the original feature space of X into a new representation
defined in co_assoc, which can be viewed as new inter-pattern similarity measure. In
order to produce the consensus partition one can apply any clustering algorithm over
the co-association matrix co_assoc.

3 Constrained Evidence Accumulation Clustering

Our first approach for combining multiple data clusterings using must-link and cannot-
link constraints consists of a simple extension of EAC, hereafter referred as Constrained
Evidence Accumulation (CEAC). As seen in subsection 2.2, the consensus partition is
obtained by applying a data clustering algorithm to co_assoc. The EAC extension re-
quires that this clustering algorithm supports the incorporation of instance level con-
straints (in this paper, in the form of must-link and cannot-link constraints).

We used two (hard) constrained data clustering algorithms to extract the consensus
partition from co_assoc. The first one, Constrained Complete-Link (CCL) [14], is a
constrained agglomerative clustering algorithm that modifies a (n x n) dissimilarity
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matrix, D, to reflect the pairwise constraints and then applies the well-known complete-
link algorithm to the modified distance matrix to obtain the data partition. The modified
distance matrix is computed in three steps: set all must-linked data patterns distances
to 0, V(z;,2;) € C= : D; ; = D;,; = 0; compute shortest paths between data patterns
with D; impose cannot-link constraints, V(x;,z;) € Cx : D; j = D;; = max(D) + 1.
Cannot-link constraints are implicitly propagated by the complete-link algorithm. In
order to use the CCL in the CEAC, each entry of the input dissimilarity matrix D is
computed as D;; = 1 — co_assoc;; since the co_assoc is a similarity matrix with
values in the interval [0, 1].

Algorithm 1. Constrained Evidence Accumulation.

1: procedure CEAC(P, C=,Cx, N, n) > Where P = {Pl, el PN}, N is the number of
clusterings to combine and n is the number of data patterns

2: Set co_assoc as an X n null matrix > Co-association matrix initialization
3: for! — 1, N do

4: for all C}, € P! do > Update co-association matrix
5: for all (z;,2;) € C}. do

6: €0-a550¢ij < co-associj + 1

7: end for

8: end for

9: fori =1:ndo > Normalize co-association matrix
10: €0_aS8S0Cij +— £o-as80%;
11: end for
12: end for

13: P* «— CONSTRAINEDCLUSTERER(co_assoc, C=, C) > Produce consensus partition
14: return P*

15: end procedure

The second data clustering algorithm used to extract the consensus partition is a
modification of the single-link algorithm: at the beginning all must-linked patterns are
grouped into the same clusters and then, iteratively, the closest pair of clusters (C, C5)
such that }(z;, ), € Co,x; € Cp and (z;,7;) € C is merged. From now on this
algorithm is referred as Constrained Single-Link (CSL). Algorithm 1 summarizes the
Constrained Evidence Accumulation Clustering.

4 Average Cluster Consistency and Constraint Satisfaction
(ACCCS Approach)

Our second proposal to combine multiple data clusterings consists of maximizing an
objective-function 74cccs based on Average Cluster Consistency (ACC) [16] and
Constraints Satisfaction (CS) measures using a genetic algorithm. These are described
in the next subsections.
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4.1 Average Cluster Consistency

Average Cluster Consistency index measures the average similarity between each data
partition in the cluster ensemble (P! € P) and a target consensus partition P*, assum-
ing that the number of clusters of each partition in P is equal or greater than the number
of clusters in P*. The notion of similarity between two partitions P* and P' is based on
the following idea: P! is similar to P* if each cluster C}, € P! is contained by a cluster
C}, € P*. Taking this notion in mind, we define the similarity between two partitions
as:

|Cl )

n

Intersgm|) x (1 —

J
Sy max; <<+

sim(P*, P7) = K> K%, (3)

n

where |Intersy | is the cardinality of the set of patterns common to the kth and mth

clusters of P* and P7, respectively (Intersy m = {za|za € Ci AN2q € CJ.). Note that
in Eq. 3, [Intersy, ,, | is weighted by (1 — %) in order to prevent cases were P* have

clusters with almost all data patterns to have a high value of similarity. The Average
Cluster Consistency between P = {P!,--. PN} and P* is then defined as

>iy sim (P, P*)

ACC(P*,P) = N

“

4.2 Algorithm Description

In addition to optimize ACC' (Eq. 4) we also consider the consensus partition Con-
straints Satisfaction C'S(P*,C—,C.) defined as the fraction of constrains satisfied by
the consensus partition P*:

E(ri,zj)ecz I(Ci N cj) + Z(Ii,fljj)e(j;é I(Cl 7é Cj)
C=] + ICx|

CS(P*,C,C) = )

where |C—| and |C,| are, respectively, the number of must-link and cannot-link con-
strains, I(-) takes value 1 if its expression is true, taking value 0 otherwise, and ¢; =
C Z, x; € C ;g

We define our objective-function j4cccs as the weighted mean of ACC and CS
and it is formally defined as:

]ACCCS(P*,P,C:,C;&) = (1 - B)ACC(P*aP) +ﬁCS(P*7C:aC75)5 (6)

where 0 < (§ < 1 is weighting coefficient that controls the importance of satisfying
must-link and cannot-link constraints. Note that in this approach constraint sets are
thought as soft constrains.

In order to produce the consensus function P*, we propose the maximization of Eq.
6 using a genetic algorithm (GA). GA is a search technique inspired by evolutionary
biology used to find approximate best solutions of optimization problems. Candidate
solutions are represented by a population of individuals that are recombined and pos-
sibly mutated to create new individuals (candidate solutions). The fittest individuals
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(based on a fitness or objective function) are selected to belong to next generation until
a stopping criterium is reached. Our fitness function is 74cccs (Eq. 6). Our genetic
algorithm is described next. First, the initial population B°, i.e. a set of PopSize data
partitions B = {89, - - -, bOPOP Size s 1S generated. Initial population individuals can be
randomly generated, but we used the K -means algorithm to generate it, in order to start
the solution search (probably) closer to the optimal solution. After 3° is built, the al-
gorithm iterates the following 4 steps until a specified maximal number of generations

MaxGen is reached.

Selection. PopSize individuals bz- are selected from B¢. Individual selection probabil-
ity is proportional to its fitness function value j4cccs and is defined as

Jaccos(P,bh,C=,Cx)

SIS g acces(PLbE,C-,Cy)

Pro(b) = : (7

Note that an individual b; can be selected several times.

Crossover. Previously selected individuals (parents) are grouped in pairs and are ran-
domly split and merged producing new individuals (children). This process is done
by cutting the pair of data partitions that represents the individuals at a randomly
chosen vector position Crossover Point € {1,---,n} and then swap the two tails
of the vectors, as shown in Fig. 1. Note that it is necessary to match the clusters of
the data partitions before this step occurs.

Parents

1213422431312

Crossover}point

112441 2341 332

A4

1213422441332

1124412331312

Children

Fig. 1. Crossover example.

Mutation. In this step, pattern labels in each clustering solution (individual) can be
changed (mutated). The mutation probability MutationProb is usually very low,
to prevent the algorithm search from being random.

Sampling. Finally, PopSize individuals with best fitness (i.e. highest j4cccs value)
are selected for the next generation B'*1,
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S Experimental Setup

We used 4 synthetic and 8 real data sets to assess the quality of the cluster ensemble
methods on a wide variety of situations, such as data sets with different cardinality
and dimensionality, arbitrary shaped clusters, well separated and touching clusters and
distinct cluster densities. A brief description for each data set is given below.

(b) Cigar (c) Spiral (d) Half Rings
Fig. 2. Synthetic data sets.

Synthetic Data Sets. Fig. 2 presents the 2-dimensional synthetic data sets used in our
experiments. Bars data set is composed by two clusters very close together, each
with 200 patterns, with increasingly density from left to right. Cigar data set con-
sists of four clusters, two of them having 100 patterns each and the other two groups
25 patterns each. Spiral data set contains two spiral shaped clusters with 100 data
patterns each. Half Rings data set is composed by three clusters, two of them have
150 patterns and the third one 200.

Real Data Sets. The 8 real data sets used in our experiments are available at UCI repos-
itory (http://mlearn.ics.uci.edu/MLRepository.html). The first one is Iris and con-
sists of 50 patterns from each of three species of Iris flowers (setosa, virginica and
versicolor) characterized by four features. One of the clusters is well separated from
the other two overlapping clusters. Breast Cancer data set is composed of 683 data
patterns characterized by nine features and divided into two clusters: benign and
malignant. Yeast Cell data set consists of 384 patterns described by 17 attributes,
split into five clusters concerning five phases of the cell cycle. There are two ver-
sions of this dataset, the first one is called Log Yeast and uses the logarithm of the
expression level and the other is called Std Yeast and is a “standardized” version of
the same data set, with mean 0 and variance 1. Optdigits is a subset of Handwrit-
ten Digits data set containing only the first 100 objects of each digit, from a total
of 3823 data patterns characterized by 64 attributes. Glass data set is composed of
214 data patterns, concerning to 6 types of glass six types of glass, characterized by
their chemical composition on 9 attributes. Wine data set consists of tree clusters
(with 59, 71 and 48 data patterns) of wines grown in the same region in Italy but de-
rived from three different cultivars. Its features are the quantities of 13 constituents
found in each type of wine. Finally, Image Segmentation data set consists of 2310
data patterns with 19 features, where each pattern is a 3 x 3 pixels image segment
randomly obtained from seven outdoor images.

We artificially built several constraint sets of must-link and cannot-link constraints.
For each data set, NumConstr € {10,20,50,100,200} pairs of patterns (x;,x;),
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x; # x; were randomly chosen. If z; and z; belonged to the same cluster in the real
data partition, PO, the pair was added to the must-link constraint set, i.e. C— = C= U
{(x;,z;)}. Otherwise the pair of patterns was added to the cannot-link constraint set
(Cx = Cx U{(wi, z;)}).

For each possible combination of data set, clustering combination method and con-
straint set we built 20 cluster ensembles. Each cluster ensemble was composed by
N = 50 data partitions obtained using K-means clustering algorithm and randomly
choosing the number of clusters K to be an integer number in the set K € {10,---,30}
in order to create diversity.

The number of clusters K* of the consensus partition P*, for all clustering combi-
nation methods, was defined as the real number of clusters K°. In EAC, the well-known
Single-Link (SL) and Complete-Link (CL) algorithms were used to extract P* from
co_assoc. We used constrained versions of SL and CL to produce P* in the CEAC
approach, as described in Section 3. For j4cccs maximization using the genetic al-
gorithm approach we set the stopping criterium to 100 generations, population size to
20, crossover probability to 80%, mutation probability to 1% and 8 = % The initial
population was obtained using K -means algorithm.

In order to evaluate the quality of the proposed clustering combination methods we
used the Consistency index (C'%) [2]. Ci measures the fraction of shared data patterns
in matching clusters of the consensus partition (P*) and the real data partition (P)
obtained from known labeling of data. Formally, the Consistency index is defined as

1 min{K*,KO}
Ci(P*,P)=~ > |CG;inC}| ®)
k=1

where |C; NCY| is the cardinality of the P* and P° kN matching clusters data patterns
intersection.

6 Results

Table 1 shows the results of the experiments concerning the clustering combination al-
gorithms evaluation, described in Section 5. The first column indicates the data set, sec-
ond column the number of constraints used for the constrained clustering combination
algorithms and columns 3-7 the clustering combination algorithms. Rows in columns
3-7 show average and maxima (shown between parentheses) consistency index values
in percentage, Ci(P*, P%) x 100.

From the analysis of Bars results we see that the constrained clustering combination
methods usually have higher average C'i than both EAC (using SL and CL algorithms
to produce consensus partition) methods. ACCCS approach achieved the highest aver-
age ('i value for each constraint set but the absolute higher C'i value was obtained by
CEAC using both CSL and CCL to extract from co_assoc the consensus partition. In
Cigar data set we highlight the perfect EAC (using SL) and CEAC (using CSL with
200 constraints) average results. The ACCCS approach never achieved 100% and its
best results was 99.2% of accuracy with 200 constraints. CEAC using CSL algorithm
also obtained 100% of average accuracy in Spiral data set while the other combination
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Table 1. Average and maxima consistency index values in percentage, Ci(P*, P°) x 100 for
EAC, CEAC and ACCCS approaches.

Number of EAC CEAC

Data set constraints SL CL CSL CCL ACCCS
10 9400  (99.50) | 64.85 (85.00) | 98.70  (99.25)
20 2645 5393 96.15  (99.50) | 70.65 (94.00) | 98.61  (99.25)
Bars 50 ©9.50) 050y | 9340 (9950) | €971 (99.50) | 9831 (99.25)
100 : - 9234 (100.0) | 7132 (99.50) | 98.40  (99.50)
200 92.60  (100.0) | 8543  (100.0) | 9872  (99.25)
10 8350 (90.00) | 5090 (62.80) | 82.94  (98.40)
20 1000 53 9050  (100.0) | 52.80 (67.20) | 80.06  (98.00)
Cigar 50 (100.0) (6240) | 9600 (1000) | 6608  (83.20) | 8080  (98.40)
100 : : 99.00  (100.0) | 85.00 (100.0) | 88.06  (98.40)
200 1000 (100.0) | 9640  (100.0) | 87.98  (99.20)
10 9483 (100.0) | 5575 (68.50) | 5552 (64.50)
20 7511 5305 9648  (100.0) | 5638 (67.00) | 57.15  (68.00)
Spiral 50 (100.0) (5.50) | 9800 (1000) | 5980 (75.50) | 58.30  (69.00)
100 - : 100.0  (100.0) | 62.85 (88.50) | 59.27  (65.00)
200 1000 (100.0) | 7748  (100.0) | 6337  (73.50)
10 8854 (99.80) | 5599 (71.80) | 78.01 _ (30.00)
20 9796 2568 97.00  (99.80) | 63.71 (83.00) | 76.76  (80.40)
Half Rings 50 ©9.80) (53.60) | 9821 (9980) | 7447  (1000) | 75.58  (78.00)
100 : > 99.03  (100.0) | 91.38  (100.0) | 74.37  (80.80)
200 9891  (100.0) | 94.59  (100.0) | 77.79  (83.40)
10 7927 (96.00) | 66.60 (84.67) | 87.63  (9333)
20 6087 97 84.67  (96.00) | 7377 (94.67) | 89.30  (91.33)
Iris 50 TAET) 8400y | 8917 (9B00) | 7400 (97.33) | B98O  (96.67)
100 : : 9230  (98.67) | 7330 (98.67) | 91.90  (96.67)
200 96.63  (100.0) | 79.27 (99.33) | 9587  (99.33)
10 8560 (97.36) | 6424 (92.97) | 9041 (92.24)
20 2388 6275 8775  (97.07) | 7452  (97.07) | 9043  (92.24)
Breast Cancer| 50 ©5.17) L7ay | 9176 (975D | 6916 (97.07) | 89.99  (92.09)
100 : ? 89.71  (97.36) | 7542  (96.34) | 89.42  (93.70)
200 94.14  (97.95) | 7379 (97.51) | 90.52  (93.56)
10 3853 (531) | 3598 (42.19) | 3042  (33.33)
20 1097 A 4268  (52.60) | 3797 (49.22) | 29.61  (32.29)
Log Yeast 50 w@s.31) sy | 4319 (565D | 3569 (4505) | 2936 (3L25)
100 : 3 4492 (56.77) | 39.13  (53.13) | 29.90  (32.29)
200 4333 (5521) | 3797  (47.40) | 3021  (34.90)
10 5056 (60.04) | 39.74 (49.22) | 63.61 _ (73.70)
20 AP P <o 5090  (61.72) | 42.17  (54.95) | 62.89  (73.18)
Std Yeast 50 604 G016 | 3431 (6302 | 3932 (4948) | 6260  (7109)
100 i 4 5221 (64.58) | 4237 (57.55) | 64.53  (69.79)
200 5039  (70.05) | 4079 (51.04) | 66.17  (71.61)
10 3020 (39.10) | 61.58 (73.60) | 7827  (33.80)
20 e e 3834 (4920) | 63.20 (73.50) | 78.11  (83.20)
Optdigits 50 520) Ortey | SM3 (5910) | 6163 (70.60) | 7721  (8270)
100 § 3 6390  (75.40) | 66.14 (77.00) | 7770  (82.20)
200 7940  (90.30) | 7024  (78.50) | 78.64  (83.90)
10 7617 (59.81) | 3956 (42.99) | 46.14  (52.80)
20 A 3042 50.68  (62.15) | 41.50 (53.74) | 44.60  (48.60)
Glass 50 G140) 720y | 386 (6589) | 4507 (5561) | 4336 (51.40)
100 ; : 5474 (64.02) | 4556  (55.14) | 41.87  (45.79)
200 60.07  (76.17) | 4498 (56.07) | 42.66  (48.13)
10 6385 (1247) | 4955 (61.80) | 6548 (71.35)
20 0,64 103 6149  (70.79) | 4823  (62.36) | 64.66 (71.91)
Wine 50 T247) (337 | B35 (6373 | 051 (59.55) | 68.54  (73.03)
100 : > 5031 (64.04) | 5154 (65.73) | 68.51  (73.03)
200 61.80  (73.60) | 53.85 (69.66) | 72.92  (76.97)
10 221 (4286) | 5052 (52.51) | 4955 (36.29)
20 4636 (51.65) | 3872 (40.52) | 57.45  (58.66)
Segrln“e‘if:ﬁon 50 é;'gg) (‘5%"8‘}) 5195  (55.71) | 45.69  (46.02) | 52.58  (54.42)
100 : : 5762 (6528) | 5076  (54.29) | 51.04  (54.42)
200 66.75  (67.49) | 5197  (52.68) | 52.16  (52.90)
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algorithms never reached 80% and only EAC using SL and CEAC using CCL achieved
also 100% as maximum result. In Half Rings data set, CEAC using CSL obtained the
highest average C'i value (99.03%) closely followed by EAC using SL (97.26%). Only
CEAC, using both CSL and CCL to produce the consensus partition, obtained max-
ima values of 100%. CEAC using CSL achieved again the best average (96.63%) and
maximum (100%) results for Iris. In this data set, the constrained clustering combi-
nation algorithms obtained almost always better average and maxima C'¢ values than
EAC. In Breast Cancer data set ACCCS achieved about 90% of average accuracy for
every constraint set but the best average (94.14%) and maximum (97.95%) results were
obtained by CEAC using CSL with 200 constraints. The other methods best average
result was obtained by EAC using SL with 83.88% of average accuracy. The results
for Log Yeast data set were generally poor. The best average and maximum C" val-
ues were achieved again by CEAC using CSL with 44.92% and 56.77% of accuracy,
respectively. In the “standardized” version of the same data, the results were a little
better. ACCCS achieved the best average results for each constraint set with accura-
cies superior to 62% and also the maximum C' value (73.70%). In Optdigits data set,
EAC obtained 54.62% and 56.82% average results using, respectively, SL and CL al-
gorithms to produce the consensus partition. These results were outperformed by all
constrained clustering combination methods. ACCCS obtained average accuracies su-
perior to 77% with all constraint sets, and the better average and absolute results were
achieved by CEAC using CSL with 79.40% and 90.3% of accuracy. In Glass data set,
all clustering combination methods obtained average accuracy values between 39% and
47%, with the CEAC using CSL exception that achieved in average 60.07% of accuracy
and 76.17% as best result with 200 constraints. In Wine data set, EAC using SL algo-
rithm achieved 70.64% of average accuracy and had generally better performance that
the constrained methods. The exception was ACCCS with 200 constraints that obtained
72.92% in average and the highest C'i value (76.97%). Finally, in Image Segmentation
data set the constrained clustering combination methods usually outperformed EAC
(27.68% and 42.41% of average accuracy using SL and CL, respectively). We highlight
again CEAC CSL performance using 200 constraints that achieved in average 66.75%
of correctly clustered data patterns, according to P, and the the maximum C4 value
with 67.49%.

Despite none of the clustering combination methods produced always the best aver-
age or maximum results, the CEAC method using CSL algorithm stands out by achiev-
ing the best average C'% values in 9 out of the 12 data sets, followed by ACCCS method
with 3 best average results. EAC only equaled one best result (in Cigar data set) and the
methods that used CL or CCL to produce the consensus partitions never obtained a best
average result. It can also be seen that with the increase of the number of constraints
the quality of the consensus partitions is improved, specially in CEAC clustering com-
bination method. In ACCCS this relation is not as evident, probably due to C— and C
being thought as soft constraints.
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7 Conclusions

We proposed an extension to Evidence Accumulation Clustering (CEAC) and a novel
algorithm (ACCCS) to solve the cluster ensemble problem using data pattern pairwise
constraints in order to improve data clustering quality. The extension to Evidence Ac-
cumulation Clustering consists of requiring the clustering algorithm that produces the
consensus partition, using pairwise pattern similarities defined in the co-association ma-
trix, to support the incorporation of must-link and cannot-link constraints. The ACCCS
approach comprises the maximization of both the similarity between cluster ensemble
data partitions and a target consensus partition, and the constraint satisfaction. Experi-
mental results using 4 synthetic and 8 real data sets shown that constrained clustering
combination methods usually improve clustering quality.

In this work, we assumed that the constraint sets are noise free. In future work,
the proposed constrained clustering combination algorithms should also be tested with
noisy constraint sets.
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