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Abstract. In this paper we propose a planning procedure for serving freight
transportation requests (i.e. orders) in a railway network in which the terminals
are provided with innovative transfer systems. We consider a consolidated trans-
portation system where different customers make their own requests for moving
boxes (either containers or swap bodies) between different origins and destina-
tions, with specific requirements on delivery times. The decisions to be taken
concern the path (and the corresponding sequence of trains) that each box fol-
lows over the network and the assignment of boxes to train wagons, taking into
account that boxes can change more than one train during their path and that train
timetables are fixed. This planning problem is divided in two sequential phases:
a preprocessing analysis for which a specific algorithm is provided and an opti-
mization phase for which a mathematical programming formulation is proposed.
The effectiveness of the proposed procedure is tested on a set of randomly gener-
ated instances.

1 Introduction

This work deals with the definition of a planning procedure for a centralized decision
maker that must provide a transportation service to different customers by using an
available railway infrastructure. The transportation demand from customers is given
by a set of orders characterized by a certain number of boxes (in general of different
types), an origin, a destination and time delivery specifications. The transportation offer
is a railway network in which the number of trains, their schedules and paths are fixed.
This railway network is innovative since the terminals are supposed to be equipped
with rapid (horizontal) transfer systems for containers and swap bodies. This implies
that a container can move from an origin to a destination terminal by changing different
trains on its path, as it happens to passengers. Moreover, a peculiar characteristic of
the proposed approach is that boxes of the same order can follow different paths on the
network.

In the literature it is possible to find many planning approaches for intermodal trans-
portation systems involving modelling and optimization techniques, that can be classi-
fied according to the considered planning level, i.e. strategic, tactical and operational,
as it is deeply described in [1] and [2]. The problem faced in this paper can be consid-
ered as an operational problem combining two important decision aspects. The former
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decision concerns which path a box must follow on the netwoikin which terminals
it must change the train. This aspect is also treated irci&qiroblems, i.e. service net-
work design problems, as described in [3], in which the optipaths are searched for
aggregated cargo flows instead of single load units as in tb&ept paper. The latter
decision aspect deals with the assignment of boxes to wagfdhe trains selected to
transport them. This aspect has been treated in [4], wheid teansshipment yards
are considered as in the present paper; moreover, in [5]cagizaning problem, i.e.
the assignment of containers to train slots, is treateddtitian, differently from [6]
and [7], we assume the train scheduling and routing as gindrfigzed. Therefore, the
problem described in this paper provides a new approach fdaraning procedure in
a railway network with rapid rail-rail transfers, in whictor each box, the decisions
to be taken concern the route to cover, the trains and thewgagde placed in. Even
though all these aspects have been already treated in saviarks that can be found in
the literature, the main novelty of this paper (a prelimynagrsion of this work can be
found in [8]) stands in the consideration of all these decisispects together.

The planning procedure is divided in two sequential phasethat the output data
of the former phase are input data of the latter. In the foyhesse, callegreprocessing,
each order is considered separately: by taking into acdtenhetwork structure, the
timetables and routes of trains, the origin, destinatiathtame requirements of orders,
all the sequences of trains that can be used for serving thesbaf the considered
order are computed. In the latter phase, catiptimal assignment, the assignment of
each box to a train sequence and to a wagon of the trains camgpib& sequence is
obtained by considering all the sequences of trains for eagér and by taking into
account some specific data about boxes and wagons. This iesh# of a specific
mathematical programming problem.

These two phases of the proposed planning procedure angbdekecespectively, in
Section 2 and in Section 3. The effectiveness of this proegiduhen verified with some
experimental tests reported in Section 4. The conclusiadsature developments of
the work are then described in Section 5.

2 Preprocessing

The railway network is described by means of a directed gaph (N, £) where
nodes represent railway terminals and links are railwayeotions between terminals.
The input data of the preprocessing are referred to noddseofiétwork, a seR of
trains and a saP of orders:

d,, fixed cost for handling one box at terminak A/

pn hourly cost for the storage of one box at terminat A/

NI, number of links covered by traine R

L, vectorl x NI, indicating the path (as a sequence of links) covered by trank
t9? expected departure time on lidknL . for trainr € R

¢ expected arrival time on linkinL,. for trainr € R

ng origin railway terminal for ordes € O

n? destination railway terminal for orderc O

ti* time instant in which goods of orderc O are ready at the origin node



tmin.o Minimum delivery time instant for orderc O

trmaz.o Maximum delivery time instant for orderc O

Np, number of alternative paths connecting the origin and dagtin nodes of order
0e O

Nl,,, number of links of patlp = 1,..., Np, of ordero € O

L., vectorl x Nl, , indicating the sequence of links of patk=1, ..., Np, of order
0e O

Co,p COStOf pattp = 1,..., Np, of ordero € O (this cost is related to the priority of
pathp in comparison with the other paths of the same order; wé,set= 1 for the

primary path(, , = 1.1 for the secondary path, and so on)

Fig. 1. Graphg, , in caseNl, , = 3.

The preprocessing phase identifies all the feasible trajneseces for each order by
analysing one order at a time and, for each order, each pagtlarly. Then, proceeding
backward from the last link of a path, i.e. the last elementeaftorL , ,, to the first
link, it is necessary to verify whether a train can be usedhenconsidered link. For
the last link of a path this is obtained finding all trainsrrg in time with respect to
the maximum delivery time}, .. , and leaving not before the timg" in which goods
are ready at the origin. Going backward, considering thiegrselected for a link, we
search for those trains in the previous link such that the tionnections are respected
and, again, the departure time is not befdfe

For each order and for each of thép, paths of the order, this procedure leads
to the creation of a graph composed/®t, , partitions. Let us define this graph as
Gop = (Noyp, Lop). As shown for example in Fig. 1 faNl,, = 3, we denote the
set of nodes in the different partitions 4§ ,,7 = 1,... Ni, ;, and the set of links as
Lyt i =1,...,Nl,, — 1. Each node inV{ , is a feasible train in thé-th railway
link of pathp of ordero and each link ofL;%! represents the fact that the connected
nodes (i.e. trains) are adjacent in a train sequence. Forghison, after creating this
graph, all the train sequences are obtained as all the pegsiths in this graph. In
the following, the backward procedure for the constructbmyraphg, , for ordero
and for a given path € {1,..., Np,} is described. In this procedure the constant



represents the time necessary for a box unloaded from airaiterminal to be ready
for being loaded on another train, aRg represents the set of trains covering link

initialize m = Nli, p;
setl as the last link of the path;
foreachrinR; do
if tarr <t andt?? > tin then
addrin N7
end
end
foreachpin Ng;;, do
sett”,, = 157 —
end
fori=m1to 1do
setl as thei-th link of the path;
foreachp in V1! do
foreachr in R; do
if 17 <5, and 2% > ¢ then
addrin NV} ;
add link(r, p) in L2
end
end
foreachpin AV} , do
sett’ , =97 — At
end
end
end

After the completion of the backward procedure construgctire graplg, ,, a for-
ward procedure is applied which, for each ordand for each path, p =1, ..., Np,,
identifies N's,, ,, train sequences. Each train sequeBgg s,s = 1,...,Ns,p, IS @
vectorl x N, , listing the trains for each link of path for ordero. While proceed-
ing forward in the graph, the cost associated with each saguence is computed. For
each train sequence, lef , . € {0, 1} denote whether the box changes train in termi-
naln € N (without considering the origin and destination termirsaljl H,' , . denote
the time (in hours) in which a box is stored at terminat V. Then the cost’;, , ; for
the sequence of pathp for ordero is computed as follows:

CO»P»S = COﬁU Z (@g,p,s ' 577- =+ H(?,p,s : pn) (l)
=1
Finally, we need to define the following sets to state themulagnproblem described
in Section 3:

— Rops,p=1,...,Np,, s=1,...,Ns,,,isthe setof trains included in sequence
s of pathp for ordero;



- sg{p,n,r, p=1,...,Np,,n € N,r € R, is the set gathering the indices of
sequences of pathfor ordero so that boxes are unloaded from traiat noden
(by definition, it isSY C{1,...,Nsop})s

0,p,n,T

- SOLJ,%T, p=1,...,Np,,n € N, r € R, is analogous to the previous set but
refers to loading operations;

- S;;F_’p?,m p=1,...,Np,, n € N, r € R, refers to transfer operations (i.e. trains

that pass a given node and do not involve any loading or umigaaperations).

3 Optimal Assignment

The definition of the optimization problem is based on thepatitlata of the prepro-
cessing phase as well as the following input data:

Nb, number of boxes associated with ordez O

Top length of boxb =1,..., Nb, of ordero € O

wo,p Weightof boxb =1,..., Nb, of ordero € O

2, maximum bearable weight for traine R

K, cost related to the use of traine R

Nw, number of wagons of traine R

2, , maximum bearable weight of wagan= 1, ..., Nw, of trainr € R

11, ,, length of wagonw =1, ..., Nw, oftrainr ¢ R

o, maximum number of handling operations (loading and untogidfor each train
at terminaln € N (this term depends on the handling capacity provided by each
terminal)

The problem decision variables are listed in the following:

— Yobps € {0,1},0€ O, b=1,...,Nbp,p =1,...,Npo, s = 1,...,Nsop,
assuming value 1 if bok of ordero is assigned to sequeng®f pathp, otherwise
equal to 0;
7€ Rops, w=1,..., Nw,, assuming value 1 if bok of ordero is assigned to
wagonw of trainr in sequence of pathp, otherwise equal to 0;

— 2z, € {0,1}, r € R, assuming value 1 if train is used, otherwise equal to 0.

The planning problem is formulated as a 0/1 linear programgn{LP) problem
whose objective function considers the cost terms assabigith train sequences (com-
puted in the preprocessing phase) and train costs.

Problem 1.
Nb, Npo NSOvP
i Y Y Cope ot K s @
Io,b,g,s,r,w 0€e0 b=1 p=1 s=1 reR
subject to
Npo Nso,p
ST vesps=1  0€0b=1,...,Nb, 3)

p=1 s=1



Nw,
Z ZTo,b,p,s,rw = Yo,b,p,s 0eOb=1,....Nb,p=1,...,Np,
w=1

S:l,...,NSO,pT'ERo,p,s (4)

Nb, Npo Nw,.

Z Z Z Z Z Wo,bLo,b,p,s,r,w < ‘QTZT n e N T e Rn (5)

0€0 b=1 p=1 se(SL usT ) w=1

o,p,n,T o,p,n,T

Nb, Npo

§ § § § To,bL0,b,p,s,r,w S Hr,w

0€0 b=1 p=1 s (8L usT )

0,p,m,T o,p,n,T

ncNrecR,w=1,...,Nw, (6)

Nb, Npo

§ § § § Wo,bLo,b,p,s,r,w S Qr,w

0€0 b=1 p=1 s (8L usT )

0,p,m,T o,p,n,T

neNreR,w=1,...,Nw, (7)

Nb, N;Do Nw,.

Z Z Z Z Z Lo,b,p,s,rw <on neNrc R (8)

ocO b=1 p=1 SG(SL usSvY ) w=1

0,p,m,T o,p,n,T

Yo,b,p,s S {071}
0€0b=1,....Nbop=1,...,.Npos=1,...,Nsop (9)

Zo,b,p,s,rw € 10,1} ocOb=1,...,Nb,p=1,...,Np,
s=1,...,Nsopr € Ropsw=1,...,Nw,. (10)

zr € {0,1} reR (11)

Constraints (3) impose that each box of each order is agignene and only one
train sequence, while (4) impose the relation betwggy, s andz, ; p. s r., Variables.
Constraints (5) concern the maximum weight that each tramkear and define the
relation between, ; , .-, andz, variables. Constraints (6) and (7) impose that boxes
assigned to wagons must be compatible with the wagon lemgthtee weight limita-
tions for each wagon. Constraints (8) regard the maximurdliremoperations that can
be performed for each train at a given terminal.

4 Experimental Results

We coded the preprocessing analysis and the optimizatmsepgure in § using Cplex
11.0as 0/1 LP solver. Then we ran some experiments to eeghmperformance of the



proposed planning approach, after having introduced irstdgement of Problem 1 the
possibility of not assigning all the boxes. To do this, wasfarmed equality constraints
(3) into not greater or equal to inequalities and we addeldarcbst function the penalty
term

Nb, Npo Nso,p
M- E E 1- E E Yo,b.p,s
o€ b=1 p=1 s=1

in order to minimize the number of possibly not assigned bdkere)! is a constant
much larger than any other constant in the objective fungtio

We analysed two different scenarios for the network anahsradne callecsmall
scenario (7 nodes, 20 links and 56 trains) and the otherddadieye scenario (10 nodes,
34 links and 98 trains). The considered planning horizom&sweek, 2 types of wagons
and 13 typologies of boxes are taken into account, eachdmiers either 2 or 3 links
and has a number of wagons between 6 and 10. Data about oreiersamdomly gen-
erated: in particular, we generated 6 groups of 5 instacediedSmallA (20 orders and
35 boxes per ordergmalIB (30 orders and 45 boxes per ordergmallC (40 orders
and 57 boxes per order) for the small scenario, whelesgeA (40 orders and 24
boxes per order),argeB (50 orders and 46 boxes per order),argeC (60 orders and
6--8 boxes per order) for the large scenario. We applied therpcegsing computation
and, then, we solved these instances imposing the timedin2ih for the Cplex solver.
The tests were executed on a 2.8 GHz Pentium 4 computer with @ AM.

In Table 1 we report the number of variables of the 0/1 LP fdation, the CPU
time needed to solve the instance (in seconds), the pegeaimality gap, the num-
ber of not assigned boxes in the solution and the number aitrat the solver proved
that cannot be assigned in the optimal solution. We only sih@womputation time of
Cplex solver because the computation time for preprocgssid model building can
be considered irrelevant as it was always lower than 30 skcdfote that, having pe-
nalized in the objective function the choice of not servimgds, the last two columns
in Table 1 are obtained as

Obj ectiveJ

M

NotAssSol = { i

NotAssProv = {MJ

whereLower Bound denotes the value of the best lower bound found by the siVer.
computed the optimality gap as

(Objective mod M) — (LowerBound mod M)

-1
Objective  mod M 00

OptimGap =

where the operatormod finds the remainder of the integer division between two num-
bers. In this wayObjective mod M = Objective and Lower Bound mod M =
LowerBound, whenNotAssSol = 0 and NotAssProv = 0, but when not all the
boxes are assigned, i.&VotAssSol # 0 and NotAssProv # 0, the gap is computed
by considering the objective function and the lower bounthauit the penalization
terms.

Analysing the results in Table 1, we can note that the ingtsmorresponding to
the small scenario are solved in a satisfactory way, showiciggasing difficulty form



Table 1.Cplex performances.

Instance IDNo. of variables CPU tim®ptimGap NotAssSol NotAssProv
SmallAl 16376 2216 opt. 0 0
SmallA2 25865 7200 7.83 0 0
SmallA3 25657 7200 0.17 0 0
SmallAd4 32048 7200 2.85 0 0
SmallAS 19932 7200 0.02 0 0
SmallB1 36444 7200 5.77 0 0
SmallB2 41232 7200 3.28 0 0
SmallB3 47097 7200 5.40 0 0
SmallB4 44067 7200 2.57 0 0
SmallB5 36086 7200 5.76 0 0
SmallC1 55573 7200 3.06 11 10
SmallC2 72174 7200 4.76 12 11
SmallC3 81883 7200 3.55 5 0
SmallC4 74098 7200 8.77 0 0
SmallC5 63387 7200 3.69 7 7
LargeAl 35127 7200 5.66 0 0
LargeA2 44353 7200 11.98 0 0
LargeA3 29663 7200 2.54 0 0
LargeAd 43084 7200 5.27 0 0
LargeA5 43224 7200 5.00 0 0
LargeB1 83596 7200 11.48 0 0
LargeB2 95004 7200 10.22 0 0
LargeB3 84891 7200 -0.02 2 0
LargeB4 72837 7200 10.13 0 0
LargeB5 94950 7200 9.00 0 0
LargeCl 133251 7200 9.78 3 1
LargeC2 136996 7200 54.54 9 3
LargeC3 163414 7200 o 424 0
LargeC4 136600 7200 11.21 19 0
LargeC5 140435 7200 8.04 12 2

Table 2. Cplex performances for groupargeC with time limit of 5 hours.

Instance IDCPU timeOptimGap NotAssSol NotAssProv
LargeC1 | 18000 9.78 3 1
LargeC2 | 18000 54.54 9 3
LargeC3 | 18000 6.00 6 0
LargeC4 | 18000 6.87 2 0
LargeC5 | 18000 8.04 12 2

groupSmallAto groupSmallC (where in 4 over 5 instances some boxes are not assigned
in the solution). The instances of the large scenario appeae difficult; in the groups
LargeA andLargeB all boxes are assigned, except for instabaryeB3 (in this instance
the negative gap, that should be impossible by definitiorheflower bound, must
be considered as a proof of one more box impossible to sdrga,it loses its usual



meaning). Finally, the results for the instances of gribangeC are not very satisfactory.
We also solved the instances of grdigrgeC by imposing a time limit for Cplex of 5
hours (as shown in Table 2). For some instances we obtairigdifiGant improvement,
whereas for some other instances we found the same resodtsqed after 2 hours of
computation.

The groups of instances which can be considered more refietise of a real case
are groups$.argeB andLargeC. They correspond to a network with 10 terminals and 34
links and to an average request of moving 250 and 420 boxgsectvely. These data
can be considered quite realistic, at least for the first @mgntations in Italy of this
innovative railway network that now is not yet applied. Maver, we consider a time
horizon of a week and, again, we think the choice of a weeldypping can make sense
in a real application. These computational results makaiok that the proposed plan-
ning procedure could be applied to a real system if the ptaqisi realized off-line one
or two days before the considered horizon. In this case, drhigher time limit (than
5 hours) could be set for the solver, thus probably yieldiatids solutions. Instead, if
the solutions are needed in a short time and larger instanoss be considered, it is
necessary to develop different approaches (i.e. heutistimiques) for addressing this
planning problem.

5 Conclusions

In this paper we propose a planning procedure in order to tregtportation requests
by using the railway network. The considered railway systemnovative because the
terminals are supposed to be equipped with fast and autoheatdling systems, allow-
ing to make containers change different trains on their fratin origin to destination.
The solution to this planning problem has been divided in phases: first the pre-
processing analysis and, second, the optimization (swlwdf a 0/1 LP problem). To
evaluate the effectiveness of the proposed planning apprnea performed some ex-
perimental tests using a set of 30 random generated instaheeacterized by different
dimensions.

The results obtained from these preliminary tests makeink that the proposed
approach could be applied to a real system, but further siea and investigations are
needed as well. In fact, since the experimental tests wereampletely satisfactory
for the largest instances, some further heuristic tecteside.g., based on relaxation
or decomposition) are needed to speed-up and simplify thblggm solution. These
aspects will be considered in the future development of esearch.
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