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Abstract. In this work, delays affecting either the output measurements or the
input for a class of nonlinear systems are coped with. This problem is particulary
challenging since time delays arise in variety of applications, such as systems
communicating through (wireless) networks. Indeed when the controller is a re-
mote one, delays must be taken into account, affecting both the input and the
output of the system. We first present a set of cascade high gain observers for
triangular nonlinear systems with delayed output measurement. A sufficient con-
dition ensuring the exponential convergence of the observation error towards zero
is given. This approach is then applied to design an output feedback control in the
presence of input delay. These results are illustrated through numerical simula-
tions.

1 Introduction

Systems communicating through wireless network are now quite common. Data trans-
missions such as output measurements or control laws are necessarily subject to delays
inherent to the communication process. The aim of this paper is twofold. Delays af-
fecting either the output measurements or the input for a class of nonlinear systems are
coped with. This problem is particulary challenging since time delays affecting input
or output measurements arise in a variety of applications. One can cite for example
systems which are controlled by a remote controller. In these systems, the input or the
output data are transmitted between the controller and the system throughout a commu-
nication system, which can be a wireless network. This network introduces a time-delay
between the process and the controller. The design of controllers for such systems can
be viewed as an output feedback design based on state prediction system. In the linear
case, this problem has been solved by the well-knownSmith predictor[1] and several
predictive control algorithms [2], [3]. Recently, for the nonlinear case, a new kind of
chained observers which reconstruct the state at different delayed time instants fordrift
observablesystems has been presented in [4]. The authors showed, by usingGron-
wall lemma, that under some conditions on the delay, exponential convergence of the
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chained observers is ensured. These conditions have been relaxed in [5] by using an ap-
proach based on a first-order singular partial differentialequation. On the other hand, in
[6] a novel predictor for linear and nonlinear systems with time delay measurement has
been designed. This predictor is a set of cascade observers.Sufficient conditions based
on linear matrix inequalitiesare derived to guarantee the asymptotic convergence of
this predictor. Concerning delays affecting the input of the system, very little attention
has been paid to this subject. For relevant work, the reader is referred to [7] and the
references therein.

In the present work, the design of nonlinear observers in thepresence of delayed
output measurement is first dealt with. To this purpose, we design a set of cascade high
gain observers for nonlinear triangular systems by considering a time delay in the out-
put measurement. We will show that the general high gain observer design framework
developed in [8], [9], [10], to mention a few, for delay-freeoutput measurements can
be extended to systems with delayed output. More precisely,we propose to use a suit-
ableLyapunov-Krasovskii functionaland a sufficient number of high gain observers, in
order to guarantee the exponential convergence of the estimated state at timet towards
the true state at timet, even if the output is affected by any constant and known delay.
We will also give an explicit relation between the number of observers and the delay.
Then in a second part, this observer is used to design a feedback controller based on a
dual approach of high gain techniques [11].

The present paper is organized as follows : In section 2, we present the class of con-
sidered systems and the different assumptions. In the thirdone, we present the proposed
observers and prove their convergence. Section 4 is devotedto the design of a feedback
control law based on the previous observers. In the last section, we illustrate our results
throughout simulations on academic examples.

2 Preliminaries and Notations

First some mathematical notations which will be used throughout the paper are intro-
duced.
The euclidian norm onRn will be denoted by||.||. The matrixXT represents the

transposed matrix ofX . es(i) = (0, . . . , 0,

ith

︷︸︸︷
1 , 0, . . . , 0)︸ ︷︷ ︸

s components

∈ Rs, s ≥ 1 is the ith

vector of canonical basis ofRs. The convex hull of{x, y} is denoted as Co(x, y) =
{λx + (1 − λ)y, 0 ≤ λ ≤ 1}. λmin(S) andλmax(S) are the minimum and maximum
eigenvalues of the square matrixS.

In the first part of this paper, we consider the following class of nonlinear systems:

ẋ = Ax + φ(x, u)

y = Cx(t− τ ) (1)

where
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A =




0 1 0 . . . 0

0 0 1 0
...

... 0 . . . 1 0

...
... . . . . . . 1

0 . . . . . . . . . 0




(2)

C =
(
1 0 . . . 0

)
(3)

φ(x, u) =




φ1(x, u)
...

φn(x, u)


 (4)

The termτ represents the measurement time delay,x(t) ∈ Rn is the vector state
which is supposed unavailable. The outputy(t) ∈ R is a linear function of the state
x at time t − τ . The inputu ∈ U whereU is a compact set inR. The functions
φi, i = 1, . . . , n are supposed smooth. This class represents the class of uniformly
observable systems. It has been shown [8], [9] that these models concern a wide variety
of systems, such as bioreactors. . .
Throughout the paper, we assume that the following hypotheses are satisfied.

H1. The functionsφi(x, u) are triangular inx, i.e ∂φi(x,u)
∂xk+1

= 0, for k = i, . . . , n− 1
H2. The functionsφi(x, u) are globally Lipschitz, uniformly inu
H3. The time delayτ is supposed constant and known.

3 Observer Design

In this section, we consider an arbitrary long time delayτ affecting the output mea-
surement of system (1). The proposed nonlinear observer forsystem (1) is a set ofm
cascade high gain observers. Each one of them estimates a delayed state vector with
sufficiently small delayτ

m .
In order to present the proposed observer, we use the following convenient notations
adopted from [4]:

xj(t) = x(t− τ + j
τ

m
)

wherej = 1, . . . , m
Then the proposed observer can be written in the following form, for j = 1, . . . , m:

˙̂x1 = Ax̂1 + φ(x̂1)− θ∆−1S−1C
′
C(x̂1(t− τ

m
)− x(t− τ ))

ŷ1 = Cx̂1(t− τ

m
)

... =
...

˙̂xj = Ax̂j + φ(x̂j)− θ∆−1S−1C
′
C(x̂j(t− τ

m
)− x̂j−1(t))

ŷj = Cx̂j(t− τ

m
) = Cx̂j−1(t) (5)
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whereθ is a positive constant satisfyingθ > 1.
S is a symmetric positive definite matrix, solution of the following algebraic Lya-

punov equation:
SA + AT S −CT C = −S (6)

and∆ is a diagonal matrix which has the following form :

∆ = Diag

(
1, . . . ,

1

θi−1
, . . . ,

1

θn−1

)
. (7)

We will show that the vector̂xj(t) estimates the delayed statexj(t), j = 1, . . . , m− 1
andx̂m(t) estimatesx(t).

Before proving the exponential convergence of the proposedchained observers, we
consider the case when the delayτ is sufficiently small. Then only one high gain ob-
server is required to estimate the state of system (1).

Lemma 1. Consider the following observer:

˙̂x = Ax̂ + φ(x̂, u)− θ∆−1S−1CT C(x̂(t− τ )− x(t− τ ))

ŷ = Cx̂(t− τ ) (8)

Then for sufficiently large positiveθ, there exists a sufficiently small positive constant
τ1 such that∀τ ≤ τ1, observer(8) converges exponentially towards system(1).

Proof
First let us denote the observation error asx̃ = x̂− x.
Then we will have:

˙̃x = Ax̃ + φ(x̂, u)− φ(x, u)− θ∆−1S−1CT Cx̃(t− τ ) (9)

If we apply the relation

x̃(t) = x̃(t− τ ) +

∫ t

t−τ

˙̃x(s)ds (10)

and the change of coordinatesx̄ = ∆x̃, system (9) can be rewritten in the following
manner:

˙̄x = θ(A− S−1CT C)x̄ + ∆(φ(x̂, u)− φ(x, u)) + θS−1C
′
C

∫ t

t−τ

˙̄x(s)ds. (11)

In order to derive an upper boundτ1 for the delayτ, to ensure the exponential con-
vergence to zero of the error̄x, we use the followingLyapunov-Krasovskii functional
[12]:

W = x̄T Sx̄ +

∫ t

t−τ1

∫ t

s

|| ˙̄x(ξ)||2dξds. (12)

This functional can be written after an integration by partsas follows (see [12] for more
details):

W = x̄T Sx̄ +

∫ t

t−τ1

(s− t + τ1)|| ˙̄x(s)||2ds (13)

If we compute its time derivative, we obtain

Ẇ ≤ θx̄T (AT S + SA− 2CT C)x̄ + 2x̄T S∆(φ(x̂)− φ(x))

+2θx̄T CT C

∫ t

t−τ

˙̄x(s)ds + τ1|| ˙̄x(t)||2 −
∫ t

t−τ1

|| ˙̄x(s)||2ds (14)
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Using (6), we have

Ẇ ≤ −θx̄T Sx̄ + 2x̄T S∆(φ(x̂)− φ(x)) +−θx̄T CT Cx̄ + 2θx̄T CT C

∫ t

t−τ

˙̄x(s)ds

+ τ1|| ˙̄x(t)||2 −
∫ t

t−τ1

|| ˙̄x(s)||2ds. (15)

Note that by using the mean value theorem [13], we can write

∆ (φ(x̂)− φ(x)) = ∆

(
n,n∑

i,j=1

en(i)T en(j)
∂φi

∂xj
(ξ)

)
∆−1x̄ (16)

whereξ ∈ Cov(x, x̂).
Then we will have

2x̄T S∆(φ(x̂)− φ(x)) = 2x̄T S∆(

n,n∑

i,j=1

en(i)T en(j)
∂φi

∂xj
)∆−1x̄ (17)

Using the triangular structure and the Lipschitz properties of the functionsφi, and the
fact thatθ > 1, we deduce that

||2x̄T S∆(φ(x̂)− φ(x))|| ≤ k1V (18)

whereV = x̄T Sx̄ andk1 is a positive constant which does not depend onθ.
Using the following property :

2θx̄T CT C

∫ t

t−τ

˙̄x(s)ds− θx̄T CT Cx̄

= −θ(Cx + C

∫ t

t−τ

˙̄x(s)ds)T (Cx + C

∫ t

t−τ

˙̄x(s)ds)

+ θ(

∫ t

t−τ

˙̄x(s)ds)T CT C(

∫ t

t−τ

˙̄x(s)ds). (19)

This means that

2θx̄T CT C

∫ t

t−τ

˙̄x(s)ds− θx̄T CT Cx̄ ≤ θ(

∫ t

t−τ

˙̄x(s)ds)T CT C(

∫ t

t−τ

˙̄x(s)ds) (20)

From this, we will have

Ẇ ≤ −θV + k1V + θ(

∫ t

t−τ

˙̄x(s)ds)T CT C(

∫ t

t−τ

˙̄x(s)ds)

+τ1|| ˙̄x(t)||2 −
∫ t

t−τ1

|| ˙̄x(s)||2ds (21)

Now, let us remark that if we use equation (11), it comes:

|| ˙̄x(t)||2 ≤ θ2k2[V + ||
∫ t

t−τ

˙̄x(s)ds||2] (22)
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wherek2 is also a positive constant which does not depend onθ.
Using this and equation (21), we will have:

Ẇ ≤ −θV + k1V + θIT CT CI + τ1θ
2k2[V + ||I ||2]−

∫ t

t−τ1

|| ˙̄x(s)||2ds. (23)

whereI =
∫ t

t−τ

˙̄x(s)ds.

To prove the above lemma (1), it is sufficient to find conditions which guarantee the
inequalityẆ + 1√

θ
W < 0.

From (23), we can write

Ẇ +
1√
θ
W ≤ −θV + k1V +

V√
θ

+ θIT CT CI + τ1θ
2k2[V + ||I ||2]

+
τ1√
θ

∫ t

t−τ1

|| ˙̄x(s)||2ds−
∫ t

t−τ1

|| ˙̄x(s)||2ds. (24)

If we use the followingJensen’sinequality :
∫ t

t−τ1

|| ˙̄x(s)||2ds ≥ 1

τ1
||I ||2 (25)

and if τ1 ≤
√

θ, we have

Ẇ +
1√
θ
W ≤ −(θ − k1 − τ1θ

2k2 − 1√
θ
)V − (

1

τ1
− θ − τ1θ

2k2 − 1√
θ
)||I ||2 (26)

Then, we can say that lemma 1 is verified for




θ ≥ max{2, (k1 + k2 +
1√
2
)}

τ1 =
1

θ2
.

(27)

To summarize Lemma 1, it gives the maximum delay supported byobserver (8) which
enableŝx(t) → x(t), onceθ has been fixed according to conditions (27). To cope with
a larger measurement delay, we propose in next paragraph a procedure to estimatex(t),
based on a chain of high-gain observers: each observer will estimate the state at a given
fraction of the output delay.

Cascade High Gain Observers. After proving that the convergence of the observer (8)
requires a small delay, we will see that when the delay is arbitrary long, a set containing
a sufficient number of cascade high gain observers (5) can reconstruct the states of
system (1).

Theorem 1. Let us consider system (1), then for any constant and known delay τ , there
exist a sufficiently large positive constantθ and an integerm such that the observer (5)
converges exponentially towards the system (1).

Proof
The convergence of the cascade observer will be proved step by step :
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Step 1: We consider the first observer in the chain:

˙̂x1 = Ax̂1 + φ(x̂1)− θ∆−1S−1CT C(x̂1(t− τ

m
)− x(t− τ ))

ŷ1 = Cx̂1(t− τ

m
) (28)

We remark thatx(t − τ) = x1(t − τ
m ) and consequently, if we chooseθ sufficiently

large, and by choosing the integerm such thatm ≥ θ2τ , thenx̂1(t) converges towards
x1(t) = x(t− τ + τ

m ) = x(t− (m− 1) τ
m ).

Indeed, we are brought back to conditions of Lemma 1, since the delay to handle with
is now τ

m , which is assumed smaller than1θ2 .

Step j: at each step(j = 2, . . . , m), we estimate the delayed statex(t − τ + j τ
m )

by using the following observer:

˙̂xj = Ax̂j + φ(x̂j)− θ∆−1S−1CT C(x̂j(t− τ

m
)− x̂j−1(t))

ŷj = Cx̂j(t− τ

m
) = Cx̂j−1(t) (29)

It is not difficult to see that by considering the observationerror vector̃xj = xj − x̂j ,
if we add and subtract the termθ∆−1S−1CT Cxj−1(t) in the previous equation, we
obtain

˙̃xj = Ax̃j + φ(x̂j)− φ(xj)− θ∆−1S−1CT C(x̃j(t− τ

m
)− x̃j−1(t)) (30)

If we consider the following change of coordinatesx̄j = ∆x̃j , we will have

˙̄xj = θ(A− S−1CT C)x̄j + ∆(φ(x̂j)− φ(xj))

+ θS−1CT C

∫ t

t− τ
m

˙̄xj(s)ds− θS−1CT Cx̄j−1. (31)

In order to prove by recurrence the convergence of the errorx̄j , we suppose that the
observation error̄xj−1(t) converges exponentially towards zero.
Then we consider the followingLyapunov-Krasovskii functional

Wj = x̄T
j Sx̄j +

∫ t

t− τ
m

(s− t +
τ

m
)|| ˙̄xj(s)||2ds (32)

Then its time derivative satisfies the following inequality:

Ẇj ≤ −θx̄T
j Sx̄j + 2x̄T

j S∆(φ(x̂j)− φ(xj)) +−θx̄T
j CT Cx̄j − 2θx̄T

j CT Cx̄j−1

+2θx̄T
j CT C

∫ t

t−τ

˙̄xj(s)ds + τ1|| ˙̄xj ||2 −
∫ t

t−τ1

|| ˙̄xj(s)||2ds. (33)

As in the proof of the lemma 1, we will also have:

Ẇj ≤ −(θ − k
′
1)Vj + θI

T
j C

T
CIj − 2θx̄

T
j C

T
Cx̄j−1 + τ1|| ˙̄xj||2 −

∫
t

t−τ1

|| ˙̄xj(s)||2ds (34)

51



whereVj = x̄T
j Sx̄j , Ij =

∫ t

t−τ
˙̄xj(s)ds andk′1 is a positive constant which does not

depend onθ andk′1 ≥ k1.
Now, by using Young’s inequality, we derive the following inequalities

|| ˙̄xj ||2 ≤ τ1k
′
2θ

2(Vj + ||Ij ||2 + ||x̄j−1||2) (35)

−2θx̄T
j CT Cx̄j−1 ≤ 1√

θ
Vj +

θ2
√

θ

λmin(S)
||x̄j−1||2. (36)

wherek′2 is a positive constant which does not depend onθ andk′2 ≥ k2.
Choosingτ1 = 1

θ2 , and using (34), (35) and (36), we derive

Ẇj +
1√
θ
Wj ≤ −(θ − k′1 − τ1θ

2k′2 −
2√
θ
)Vj − (

1

τ1
− θ − τ1θ

2k′2 −
2√
θ
)||Ij ||2

+(
θ2
√

θ

λmin(S)
+ k′2)||x̄j−1||2 (37)

Then, we can say that if {
θ ≥ 2 + k′1 + k′2, τ1 = 1

θ2 (38)

we will have

Ẇj ≤ − 1√
θ
Wj + (

θ2
√

θ

λmin(S)
+ k′2)||x̄j−1||2 (39)

Using the comparison lemma [14], we conclude that ifx̄j−1 converges exponentially
towards zero, then̄xj converges also exponentially towards zero. Note that conditions
(38), also ensure the convergence of the first observer(j = 1), then we deduce, recur-
sively, that all observation errors converge exponentially towards zero.

4 Output Feedback Controller Design

In previous section, we addressed an observer synthesis issue, when the output mea-
surement is affected by any delay. Now we consider what can bethought of as a dual
problem. The aim is to design a stabilizing feedback controllaw when the controller
is a remote one, which inevitably leads to delays on the system input. To this end we
consider the following class of nonlinear systems:

{
ẋ(t) = Ax(t) + φ(x(t)) + bu(t− τ )
y(t) = Cx(t)

(40)

and we assume that hypothesesH1 toH3 are fulfilled.
We detail now a solution to the above problem that makes use ofthe previous results.
In order to cope with the input delay, we use the above cascaded observer (5) to derive
a prediction of statex(t) used in the feedback controlu(t− τ). For sake of simplicity,
we suppose that we need only one observer to face this delay. The same reasoning as in
previous section can be extended to deal with a larger delay,with cascaded observers.
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Using the work developed in [11], the feedback control whichstabilizes (40) can be
expressed as:

u(t) = −λnbT S̄∆λx̂(t + τ ) (41)

whereλ > 0 is a suitable tuning parameter like the parameterθ in the observer design
and the matrix∆λ is defined as in (7) whereθ is replaced byλ.

Using the results detailed in previous section,x̂(t + τ) can be computed, see (5).
Then this predicted state is used to compute eq. (41). As a consequence, this prediction
cancels the effects of the delay affecting the transmissionof the control law.

We give now a sketch of how to proceed.• Make the following variable change
to obtain an estimation of the predicted state:z(t) = x̂(t + τ). This is equivalent to
x̂(t) = z(t− τ).
Then the observer can be expressed as:

ż(t) = Az(t) + φ(z(t)) + bu(t)− θ∆−1
θ S−1CT (y(t)− z(t− τ )) (42)

whereu(t) = −λnbT S̄∆λz(t).
We are now brought back to the former problem of section 3.• The key point is to use
the delayed control lawu(t− τ) in the system dynamics, which corresponds to the real
applied control, whereas we useu(t) in the observer’s dynamics.
•The reader is referred to [11] for a detailed proof of the stabilization of the system (40)
and the convergence of the observer (42).

5 Example

To illustrate the obtained results, consider the followingnonlinear system, affected first
only by delayed measurements:





ẋ1(t) = x2(t)
ẋ2(t) = −2x1(t) + 0.5 tanh(x1(t) + x2(t)) + x1(t)u(t)
y(t) = x1(t− τ )

(43)

The input isu(t) = 0.1 sin(0.1t). System (43) belongs to the considered class of
triangular systems with Lipschitz nonlinearities (1).
The initial conditions for the system and for the observer have been chosen asx(t) =(
1 −1

)T
, x̂(t) =

(
0 0
)T

, ∀t ∈ [−τ, 0].
Simulations have been performed using Matlab-Simulink, and a fourth order Runge-
Kutta integration routine. The high gain parameter is set toθ = 2, the control parameter
is set toλ = 2. We show the efficiency of the stabilizing control law given in eq. (40)
and (41), based on observer (42), on the example below:





ẋ1(t) = x2(t)
ẋ2(t) = −2x1(t) + 0.5 tanh(x1(t) + x2(t)) + u(t− τ )
y(t) = x1(t)

(44)

The stabilization of the controlled state to zero is shown infigure 1.
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Fig. 1. Evolution of the controlled states.

6 Conclusions

In this paper, a novel predictor based on high gain observer has been presented. This
observer can be applied to the class of nonlinear uniformly observable systems, subject
to input or output delays arising from communication networks for example. The case
of a variable delay can be considered on the basis of the presented work. The design of
adaptive observers for nonlinear systems with delayed output and uncertain or unknown
parameters is under investigation.
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