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Abstract: The rapid development of WWW, information technology and e-commerce has made the Internet forums, e-
opinion portals and personal blogs widely accessible to consumers. As a result, nowadays it has become 
extremely popular for consumers to share their experience, point out their preferences and concerns with 
respect to a specific product on Web. These online customer reviews possess vital information that product 
designers can gain insights of their customers and products, and make improvements accordingly. However, 
the sheer amount of data, their distributed locations and the inherent ambiguity of human language have 
challenged designers greatly. In this paper, we aim to outline an intelligent system that is able to first 
automatically gather global online reviews with respect to certain products interested, identify the product 
features and customer requirements, and most importantly relates them to the product’s engineering 
characteristics through quality function deployment (QFD), a tool that is widely used by product designers 
in the customer-driven design paradigm. Meanwhile, we also highlight the challenges and relevant research 
issues in order to fulfil such an ambition. As a pioneer study, we believe that this research will greatly help 
designers in the era of global competition and e-commerce. 

1 INTRODUCTION 

Very recently, the rapid development of Internet, 
information technology and e-commerce has made 
the online forums, e-opinion portals and personal 
blogs widely accessible to consumers (B. Liu & 
Chang, 2004). As a result, nowadays it has become 
extremely popular for consumers to share their 
experience with the products, point out their 
preferences and concerns on Web. In the last few 
years, we have witnessed an enormous interest on 
automatic online opinion analysis in the major 
research forums like SIGKDD, WWW, SIGIR and 
CIKM (Ding & Liu, 2007; Ding, Liu, & Zhang, 
2009; Jiang & Yu, 2009; Qi et al., 2008). 
Furthermore, the attention on opinion analysis has 
also been quickly spread from its original target at 
product reviews of particularly consumer products to 
many other fields, like movie review analysis 
(Zhuang, Jing, & Zhu, 2006), political and legal 
issues (Lu et al., 2009; B. Yu, Kaufmann, & 
Diermeier, 2008), blogs (Bossard, Généreux, & 
Poibeau, 2009; Jack & Frank, 2007) and so on, with 
an ultimate goal to better understand the preferences 

of the “consumers”, e.g. product end users, movie 
audiences, travellers and even the potential ones.  

As a matter of fact, take the pioneer work on the 
analysis of online customer reviews as an example 
(B. Liu, Hu, & Cheng, 2005; Popescu & Etzioni, 
2005), these reviews are vital in at least two senses 
(Y. Liu, Lu, & Loh, 2007): 

 On the one hand, product designers can gain 
more insights from the analysis of these review 
documents concerned about not only their customers 
and products but also their competitors’ customer 
groups and products. Strategic adjustment as well as 
technical improvements can be made accordingly.  
 On the other hand, these reviews often become 

the major sources that will guide potential 
consumers in their purchase decision making. The 
general perception that potential consumers gathered 
from such comments will highly possibly affect their 
final decision in selecting a specific brand and 
model.  

Therefore, it is imperative to assist designers in 
processing, understanding and taking advantage of 
such information, although the sheer amount of data 
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and their heterogeneous nature, distributed locations 
and the intrinsic nature of language ambiguity are all 
nontrivial issues.  

In the customer-driven design paradigm, quality 
function deployment (QFD) is one of the essential 
tools to interpret customers’ requirements (voice-of-
the-customer), relate them to various engineering 
characteristics and eventually output the specifics of 
engineering requirements, e.g. target values (Cohen, 
1995). In fact, as a widely used tool, QFD has a rich 
application foundation in industry, from conceptual 
design to process planning, and from consumer 
product design to construction project management 
(Chan & Wu, 2002).  

However, existing studies on opinion mining 
focus mainly on feature identification and extraction 
and its sentiment analysis (Ding, Liu, & Yu, 2008; 
Ding et al., 2009; Gamon, Aue, Corston-Oliver, & 
Ringger, 2005; Minqing Hu & Bing Liu, 2004; S.-
M. Kim & Hovy, 2004; Nitin & Bing, 2008). In 
literature, it has not been reported how design 
community can actually benefit from such efforts in 
opinion mining. In this paper, it is of our interest to 
bridge these two communities and demonstrate how 
designers can take advantage of these largely 
untapped sources of customer need information in a 
way that they are familiar, i.e. through QFD. We 
trust the outcome of our research will offer design 
personnel the agility to handle the large amount of 
valuable online information more effectively and 
efficiently.  

This paper is organized as follows. In Section 2, 
we focus on the review of status quo of both opinion 
mining and quality function deployment. The overall 
system architecture is explained in Section 3 along 
with our research plan. Section 4 lists the challenges 
and research issues that we are interested. Section 5 
concludes.  

2 RELATED WORK 

2.1 Opinion Mining 

In the past few years, there has been an obviously 
rising interest on the topic of automatic parsing and 
analysis of online customer reviews in various major 
research forums. Hu and Liu proposed a method that 
uses various word features, including occurrence 
frequency, part-of-speech tags and synonym set in 
WordNet (M. Hu & B. Liu, 2004). While they called 
it a summarization, their basic idea is to identify the 
pair of a noun word and its nearest opinion word. 
Popescu and Etzioni have proposed the OPINE 

system, which uses relaxation labeling for finding 
the semantic orientation of words (Popescu & 
Etzioni, 2005). Their work focuses more on the 
identification of opinion orientations, e.g. favor or 
disfavor. Zhung et al. have also applied some similar 
strategies on the analysis of movie reviews (Zhuang 
et al., 2006). Ding et al. have proposed a holistic 
lexicon based approach by using external evidences 
and linguistic conventions to identifying the 
semantic orientation of opinions (Ding et al., 2008), 
and later on a further work on product entity 
discovery and entity assignment (Ding et al., 2009). 
Su et al. have studied a mutual reinforcement 
approach to deal with the feature-level opinions with 
a goal to discover hidden sentiment association from 
Chinese Web pages (Qi et al., 2008). Recently, an 
iterative reinforcement scheme based on improved 
information bottleneck (Weifu & Songbo, 2009), a 
lexicalized hidden Markov model based learning 
framework (Wei & Hung Hay, 2009) and also 
summarization approach (Bossard et al., 2009; Zhan, 
Loh, & Liu, 2009) have also been reported.   

Other related studies include sentiment analysis 
and subjective classification, for example, using a 
word sentiment classification approach (S.-M. Kim 
& Hovy, 2004), a bootstrapping process to train a 
sentiment classifier (Gamon et al., 2005; Riloff, 
Wiebe, & Wilson, 2003), a unsupervised approach 
coupled with Bayesian classifier (H. Yu & 
Hatzivassiloglou, 2003), an extraction pattern 
learner and a probabilistic subjectivity classifier 
using only un-annotated texts (Wiebe & Riloff, 
2005), an approach utilizing the linguistic 
constraints on the semantic orientations of adjectives 
in conjunctions (Hatzivassiloglou & McKeown, 
1997), a WordNet approach using semantic distance 
from a word to “good” and “bad” in WordNet as the 
classification criteria (Kamps & Marx, 2002), a 
latent semantic analysis based approach where 
cosine distance is introduced (Turney & Littman, 
2003), and finally an approach using semantic 
factors (Osgood, Succi, & H.Tannenbaum, 1957) 
and some syntactic information in the feature sets of 
support vector machine (Mullen & Collier, 2004). 

2.2 Quality Function Deployment  

Originally introduced in Japan in the late 1960s 
(Akao, 1990), quality function deployment (QFD) 
has gained international acceptance and has become 
a widely used tool in the paradigm of customer-
driven product design and manufacturing (Chan & 
Wu, 2002; Cohen, 1995). Through the House of 
Quality (HoQ), customer requirements are identified 
and related to product engineering characteristics,  
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Figure 1: The system architecture of the proposed system. 

product planning, part deployment and even 
manufacturing operations .  

Recently, the analytic hierarchy process (AHP) 
(Saaty, 1980) had been introduced to handle the 
design concept variations and to calculate the 
relative importance of customer preferences (Fung, 
Popplewell, & Xie, 1998). The AHP methodology 
basically establishes a design concept hierarchy with 
prioritized subordinates and then decomposes the 
linguistic based customer requirements into different 
levels of subordinates and alternatives reliably and 
consistently according to their correlation (Saaty, 
1980). Due to the intrinsic ambiguity of human 
language and the substantial degree of human 
subjective judgment involved in the voice of the 
customers as well as the identification of 
engineering features in product characteristics and 
their association (K. J. Kim, Moskowitz, Dhingra, & 
Evans, 2000), it had been argued that linguistic 
variables expressed in fuzzy numbers seem more 
appropriate for describing those inputs in QFD 
(Chen, Fung, & Tang, 2006). This is in contrast to 
the previous efforts where the input variables are 
assumed to be precise and are treated as numerical 
data only (Grifn & Hauser, 1993; Gustafsson & 
Gustafsson, 1994). Some recent research efforts 
reported mainly focus on taking advantage of fuzzy 
set theory (Zadeh, 1965) in QFD (Harding, 
Popplewell, Fung, & Omar, 2001; Kwong & Bai, 
2002; Temponi, Yen, & Tiao, 1999).  

3 SYSTEM FRAMEWORK  

From the previous literature review, in summary, 
while the importance and value of online customer 
opinions are well perceived, the idea of intelligent 
processing of such reviews and feedbacks and relate 
them to QFD, a prevailing tool widely used in the 
design community as well as industry scenarios, has 
never been studied before. In order to fulfil such a 
gap, we propose an intelligent system to tackle this. 
The system proposed has integrated various latest 
research topics in data/text/Web mining, information 
retrieval, machine learning and QFD.  

Figure 1 shows the system architecture. 
Basically, there are four key elements:  

 Sources of online opinions and reviews. 
 A engine for Web information retrieval and   

parsing. 
 A data warehouse of customer requirements 

and opinions (orientations). 
 A knowledge-based fuzzy QFD module. 

In terms of research plan, the proposed project has 
been divided into two main phases based on the 
generic nature of tasks at different stages.  

In Phase 1, the research and development of Web 
information retrieval and parsing engine for online 
reviews will be carried out. the major research tasks 
include: (1) An information retrieval engine which is 
able to gather online customer reviews that are of 
interest; (2) A comprehensive strategy which is able 
to retain genuine customer opinions by excluding 
Internet frauds, invited attacks, duplication and so 
on; (3) A machine learning approach which is able 

BEYOND OPINION MINING - How can Automatic Online Opinion Analysis Help in Product Design?

315



 

to parse and identify the salient or obscure product 
features and customers’ concerns with their opinions 
associated, with or without the assistance of design 
knowledge base; (4) A multi-facet modeling of 
information based on relevant ingredients, e.g. 
brands, features and opinions associated, geographic 
locations and age groups, whenever the information 
is available.  

In Phase 2, we focus on the research and 
development of a knowledge based QFD. The major 
research tasks include: (1) Design knowledge based 
engineering characteristics identification; (2) Weight 
computation of product features as well as customer 
concerns (of the target product); (3) Competitive 
analysis of product features and their weights (of 
competitors’ products); (4) Functional relationship 
identification and target value specification of 
engineering characteristics. 

4 CHALLENGES AND 
RESEARCH ISSUES 

The research and development of the proposed 
intelligent system are challenging in several ways. In 
the following, we briefly outline some of these 
challenges and research issues.  

 Although, it has become a general perception 
that online customer reviews are valuable, it lacks of 
an effective as well as efficient strategy to identify 
the review sources, gather and further exploit these 
large quantity of customer need information. This 
problem is particularly severe when a company is 
new to a specific market.  
 Internet frauds, invited attacks, duplications and 

many other types of misleading messages with either 
good or bad comments are serious problems that 
should be carefully handled. While people in 
marketing research may not give enough attention to 
this issue, it is critical in serving product designers 
to accurately understand the messages from end 
users. A typical example is that a favourable 
comment and a critical note questioning certain 
product features present different values to 
designers.   
 The contents of different customer messages 

challenge us most. There are quite a few tough 
issues, to name some: 1) Vague language and 
different ways of expression, e.g. different 
vocabulary and terminology, which affects the 
identification of product features and the subsequent 
tasks that relate them to QFD. 2) How to tell a 
comparative review? How to effectively tell the 

features extracted and correspond them to their 
original products that are under comparison? 3) Can 
we rank the posts based on their values of contents 
with respect to different groups of interests, e.g. 
designers?  
 Most existing QFD studies suffer from a very 

limited quantity of customer surveys where 
customers’ concerns are underrepresented due to 
many reasons like cost and confidentiality of data. 
However, collecting customer need information 
from Internet, after successfully filtering, will 
provide a sufficient amount of data samples to 
represent the “Big Picture” of the product or the 
potential design scheme that is in the pipeline. This 
will offer a unique opportunity for further statistical 
study on customer behaviors and market trends, 
where a large amount of data is often deemed right. 
Meanwhile, we also intend to build a multi-facet 
model where geographic locations and ages are 
available. This provides an interesting dimension to 
designers.   
 It is also not an easy task to precisely relate 

different customer opinions extracted to the 
engineering characteristics automatically. A 
knowledge mapping needs to be learned from the 
design knowledge repository to indicate the relations 
between the features identified and their 
corresponding product engineering requirements.  
 With respect to competitors’ benchmarking, 

while we envision that our system can provide a rare 
opportunity that it is now possible to gather 
customer comments about competitors’ similar 
products and it offers designers a possibility to eye 
on their competitors in a timely and effective 
manner, it relies on the success of every previous 
step. 

5 CONCLUSIONS 

It has been witnessed an increasingly popularity on 
the analysis of online opinions due to their obvious 
implications to customer understanding, marketing 
and sales and product design. In this paper, we 
highlight the gap existed between the current 
approaches on online opinion analysis and the 
expectations from the design community. We argue 
that one ultimate goal of opinion analysis is actually 
to offer designers a comprehensive view of customer 
experience, feelings and most importantly to provide 
a collection of clues or evidences for designers to 
better understand the voice of the customer, hence, 
refine and improve their existing product offerings 
accordingly. In this paper, an intelligent system that 
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intends to tackle this has been proposed while the 
challenges and research issues are outlined. We are 
certain that the realization of such a system will help 
greatly in design.  
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