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Abstract: This paper describes parameter setting of noise reduction filter using speech recognition system. Parameter
setting problem is usually solved by maximization or minimization of someobjective evaluation functions
such as correlation and statistical independence. However, when we consider a single-channel noisy signal, it
is difficult to employ such objective functions. It is also difficult to employ them when we consider impulsive
noise because its duration is very small to use this assumption. To solve the problems, we directly use a speech
recognition system as evaluation function for parameter setting. As an example, we employ time-frequency
ε-filter and Julius as a filtering system and a speech recognition system, respectively. The experimental results
show that the proposed approach has a potential to set the parameter in unknown environments.

1 INTRODUCTION

Although filtering plays an important role in acous-
tical signal processing, it is often necessary to de-
termine some filter parameters to obtain the desired
outputs. For instance, in utilizing comb filter (Lim
et al., 1978), it is necessary to estimate the pitch of the
speech signal as the parameter to reduce the noise sig-
nal adequately.ε-filter can reduce the acoustical noise
while preserving speech signal if the parameterε is
adequately set (Harashima et al., 1982). To set the pa-
rameter adequately, many studies have been reported
in the past. Mrazek et.al. proposed de-correlation
criterion to select the optimal stopping time for non-
linear diffusion filtering (Mrazek and Navara, 2003).
Sporring et.al. studied the behavior of generalized en-
tropies, and employed it for determining the parame-
ters (Sporring and Weickert, 1999). Umeda employs
mutual information for blind deconvolution using in-
dependent component analysis (ICA) (Umeda, 2000).
We also reported a parameter optimization algorithm
based on signal-noise de-correlation (Matsumoto and
Hashimoto, 2009; Abe et al., 2009).

However, it is sometimes difficult to set objec-
tive criterion for parameter setting practically. For in-
stance, in the single-input single-output filtering sys-
tem, we only have a single-channel noisy signal, that
is, the original signal and noise are unknown. Al-
though we usually set the assumption with regard to

the relation between the signal and noise (e.g. decor-
relation between signal and noise, or statistically in-
dependence between signal and noise), as we only
have a single-channel noisy signal, it is not always
easy to use these assumptions in single-channel filter-
ing process. When we consider the impulsive noise
such as clapping and percussion sounds, it becomes
more difficult to employ the relation between signal
and noise because its duration is very small to use this
assumption. In other words, the signal-noise relation
often could not be used. However, these types of noise
often affects the recognition results seriously in spite
of its instantaneous corruption. Moreover, the tuned
filter output may not be always adequate for speech
recognition system because filter and speech recogni-
tion system are separately tuned using different crite-
rion.

To handle such cases, we pay attention to some
subjective information in acoustical signal. For ex-
ample, even when we cannot employ any objective
assumptions, if we can generate the known sounds
(words) from the system itself and use them as feed-
back, we can use the knowledge on the word to set
the parameters. We can tune the parameter so that
the filter output is the most target word-like by us-
ing speech recognition system. When we consider a
robot system for simple tasks such as a cleaning robot,
the number of the required words may be very small
(for instance, from a few words to 10 words) com-
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Figure 1: Parameter setting of filter system.

pared to that in the daily conversation. In these cases,
it may be better that the filter is over-tuned for the
objective words to make the speech recognition sys-
tem robust for these words, even though the speech
recognition system fails to recognize the other words.
To evaluate our criterion, we employ time-frequency
ε-filter (TF ε-filter) (Abe et al., 2007) and “Julius”
(Lee et al., 2001; Lee and Kawahara, 2009; Kawa-
hara et al., 2000) as a filtering system and a speech
recognition system, respectively.

This paper is organized as follows. In Sec.2,
we describe the concept of our approach and discuss
the merits of the proposed approach compared to the
other approaches. We also briefly explain the algo-
rithm of Julius. In Sec.3, we explain TFε-filter to
clarify the problems. In Sec.4, we conduct some ex-
periments and show the results to confirm the effec-
tiveness of the proposed method. Discussions and
conclusion are given in Sec.5.

2 PARAMETER SETTING USING
SPEECH RECOGNITION
SYSTEM

Let us start with a typical parameter setting problem
to explain our approach clearly. Consider a filtering
system for acoustical signal processing as shown in
Fig.1. In Fig.1,x(k) is a filter input. y(k) is a filter
output of filterF . We assume that the filterF hasN
parameters, which determine the filter characteristics.
The parameter set is defined asc = (c1,c2, · · · ,cN).
Note that we do not mind the filtering types in Fig.1.

Parameter setting problem is usually solved as fol-
lows:

1. Definition of an Evaluation Function. At first,
we set an evaluation function to evaluate whether the
filter output is good or not. For instance, signal-noise
decorrelation or statistically independence of signals
are often used.

2. Maximization or Minimization of the Evalu-
ation Function. After setting evaluation function,
we set the filter parameters, and evaluate whether the

output is adequate or not by using evaluation func-
tion. The optimal parameters are obtained as the pa-
rameters, which maximize or minimize the evaluation
function.

Hence, it is considered that the main problem of
parameter setting is how to set the evaluation func-
tion.

As an example, let us consider a noise reduction
problem. The input signal includes not only the orig-
inal speech signal but also noise in this case. In the
filtering system, we only have a single-channel noisy
signal, that is, the original speech signal and noise
are unknown. Although we usually set the assump-
tion with regard to the relation between the signal and
noise (e.g. decorrelation between signal and noise, or
statistically independence between signal and noise),
as we only have a single-channel noisy signal, it is not
always easy to use these criterions in single-channel
filtering process. When we consider the impulsive
noise such as clapping and percussion sounds, it be-
comes more difficult to employ this approach because
its duration is very small to use this assumption. In
other words, the signal-noise relation often could not
be used. However, these types of noise often affects
the recognition results seriously in spite of its instan-
taneous corruption.

To solve the problem, we directly utilize a speech
recognition system to set the parameter of filter in-
stead of the relation between signal and noise. The
merits of this criterion are summarized as follows:

1. Simple Implementation. When we assume
some relations between signal and noise such as
decorrelation between signal and noise, or statisti-
cally independence between signal and noise, we
need at least two signals to evaluate the relation. It
is not always easy to employ the criterion when we
only have a single-channel output. On the other hand,
in our criterion, we only have to check whether the
output signal is target speech or not. The checking
process is simple, and does not require any other sig-
nals except the output.

2. Wide Application Range. Unlike objective eval-
uation function, this approach can be used regardless
of noise types. Our approach can handle not only the
noise occurring continuously like background noise
but also the noise occurring infrequently like impul-
sive noise such as clapping and percussion sounds.

It is also considered that we do not need to care
the recognition system itself. We can use any recog-
nition system and regard it as an black box. We do not
need to know the inside of the recognition system. We
just ask the recognition system, and it react to us like
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an artificial person who has a unique personality. The
process is similar to the process of questionnaire to
human.

Even when we set the system in the unknown
space and can not set any objective assumptions, if we
have sufficient sample sounds and can generate them
there, we can set the filter system by tuning the pa-
rameter so that the filter output is the most generated
word-like.

3. Affinity of Recognition System. The parameter
is tuned so that the probability of the target speech in
speech recognition system is the highest. Hence, the
output may have some gaps from the objective per-
spective such as mean square error. However, when
we employ the total system combining the filtering
system and recognition system such as robot audi-
tory, these types of gaps may give us some merits
rather than demerit. Because the filter is tuned ade-
quately not from objective perspective but from sub-
jective perspective for recognition system itself. In
this research, we use the open-source speech recog-
nition software “Julius” (Lee et al., 2001; Lee and
Kawahara, 2009; Kawahara et al., 2000) as a speech
recognition system.

Let us defineW , X , p(W ), p(X) and p(X |W ) as
the strings of the word, the input signal, the probabil-
ity of W , the probability ofX and the posterior prob-
ability of X for W , respectively. Julius decodes the
word W from the input signalX by using the given
acoustic modelp(X |W ) and linguistic modelp(W ).
p(W |X), the posterior probability ofW for X , is cal-
culated based on Bayes’ theorem as follows:

p(W |X) =
p(W )∗ p(X |W)

p(X)
, (1)

for the wordW . In Eq.1,p(X) is normalization factor
which has no effect on determination of the wordW
and can be ignored. The estimated wordŴ can be
obtained as the word which maximizes the posterior
probabilityp(W |X). It can be described as follows:

Ŵ = argmax
W

p(W |X) (2)

= argmax
W

p(W )∗ p(X |W)

= argmax
W

{log p(W )+ log p(X |W )}.

We can assume that the linguistic modelp(W ) is iden-
tical when we conducted a simple word recognition.
The output of filter should become the most objective
word-like from the acoustic perspective without lin-
guistic model. In other words, the optimal parameter
copt can be obtained as follows:

copt = argmax
c

log p(X |W ). (3)

3 TIME-FREQUENCY ε-FILTER

In this section, we briefly describe the TFε-filter algo-
rithm. TFε-filter is an improvedε-filter applied to the
complex spectra along the time axis in time-frequency
domain.

Let us definex(k) as the input signal sampled at
time k. In TF ε-filter, we firstly transform the input
signalx(k) to the complex amplitudeX(κ,ω) by short
term Fourier transformation (STFT).κ andω repre-
sent the time frame in the time-frequency domain and
the angular frequency, respectively.κ andω are dis-
crete numbers. Next we execute a TFε-filter, which is
anε-filter applying to complex spectra along the time
axis in the time-frequency domain. In this procedure,
Y (κ,ω) is obtained as follows:

Y (κ,ω) =
Q

∑
i=−Q

1
2Q+1

X ′(κ+ i,ω), (4)

where the window size ofε-filter is 2Q+1,

X ′(κ+ i,ω) (5)

=

{

X(κ,ω) (||X(κ,ω)|− |X(κ+ i,ω)||> ε)
X(κ+ i,ω) (||X(κ,ω)|− |X(κ+ i,ω)|| ≤ ε),

andε is a constant. Then, we transformY (κ,ω) to
y(k) by inverse STFT.

By utilizing TF ε-filter, we can reduce not only
small amplitude stationary noise but also large am-
plitude nonstationary noise. It does not require the
model not only of the signal but also of the noise in
advance. It is easy to be designed and the calcula-
tion cost is small. Moreover, as it can reduce not only
Gaussian noise but also impulsive noise such as clap-
ping and percussion sounds, it is expected that it be-
comes a good example to show the effectiveness of
our approach. See the reference (Abe et al., 2007) if
the reader would like to know the details.

In TF ε-filter, ε is an essential parameter to reduce
the noise appropriately (Abe et al., 2009). Ifε is set
at an excessively large value, the TFε-filter becomes
similar to linear filter and smooths not only the noise
but also the signal. On the other hand, ifε is set to
an excessively small value, it does nothing to reduce
the noise. Due to these reasons,ε value should be set
adequately.

4 EXPERIMENT

To clarify the adequateness of the proposed method,
we conducted the experiments utilizing a speech sig-
nal with a noise signal. In the experiments, we
changedε values in TFε-filter, and investigate the
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Table 1: Prepared speech files.

Word (Meaning) Gender
Speech 1 Senkai (Turning) Male
Speech 2 Senkai (Turning) Female
Speech 3 Koutai (Backdown) Male
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(a) Speech 1.
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(b) Speech 2.
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(c) Speech 3.
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(d) Noise.

Figure 2: Waveforms of the signals.

relation betweenp(X |W), and the mean square error
(MSE) between the original speech signals(k) and the
filter outputy(k). MSE is defined as follows:

MSE =
1
L

L

∑
k=1

(s(k)− y(k))2
, (6)

whereL is the signal length. As sound sources, we
prepared three Japanese speech signals as shown in
Table 1 and Figures 2(a)-(c). As shown in Table 1,
the first one and the second one are the same word
but pronounced by different persons to check the ro-
bustness of gender difference. The first one and the
third one are different words pronounced by the same
person to check the robustness of word difference.

The sound of clapping hands is used as the noise
signal. The waveform of the noise signal is shown
in Fig.2(d). We mixed each signal and the noise in
the computer. All theSNRs of the mixed signals are
1.4[dB].SNR is defined as follows:

SNR = 10· log10











L

∑
k=1

s(k)2

L

∑
k=1

n(k)2











. (7)

The sampling frequency and quantization bit rate are
set at 16kHz and 16bits, respectively. We set the win-
dow size ofε-filter at 61.
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Figure 3: Speech 1.
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Figure 4: Speech 2.
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Figure 5: Speech 3.

Figures 3-5 show the experimental results. The
dashed line in the figures represents the auxiliary
lines, which show the maximal recognition probabil-
ity.

As shown in Figs.3-5, as is generally considered,
MSE became small with regard toε, which maxi-
mizesp(X |W). The proposed criterion is also robust
for gender difference and word difference.

We also note that the parameter that minimizes
MSE does not exactly correspond to the parameter
that maximizesp(X |W). It is considered that speech
recognition system is biased by auditory model ob-
tained through learning process. Although many re-
searchers currently aim to eliminate such biases, and
evaluate the system performance by objective func-
tions, we think that it is necessary to take these types
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of biases into consideration when we apply the filter-
ing system to recognition system.

5 DISCUSSIONS AND
CONCLUSIONS

In this paper, we proposed parameter setting of noise
reduction filter utilizing speech recognition system.
The algorithm is simple, and the adequate parameter
could be obtained throughout the experiments. As the
proposed method does not use the relation between
the signal and noise, it is expected that the application
range of the proposed method is large. By using our
method, even if we only have the single-channel noisy
signal, we can evaluate whether the parameter is ade-
quate or not. The proposed method does not require
to estimate the noise in advance.

Experimental results also give us some visions to
be considered with regard to our approach. For in-
stance, the nonlinear relation between the filter pa-
rameter and the recognition result is an important
problem. The obtained recognition result sometimes
drastically moves with a tiny parameter change due to
the nonlinearity between the filtering and recognition
system. Our approach will be more useful when a fil-
ter has the linear relationship between the parameter
change and the filtering error.

For future works, we would like to investigate the
relation between the adequate recognition system and
filtering system. Theoretical analyses are also re-
quired. We aim to apply this criterion to other sys-
tems. Applications for robot auditory will also be
considered.
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