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Abstract: This position paper deals with a formal system to manage sequential knowledge structure for Web site page
analyses in a distributed system, by means of the rule-based state transition. Agent technology in Al (of
modern approach), logic and database for relations between action and knowledge, process algebra and re-
lated logic with respect to distributed environments, and structural analyses (which may be static, interactive
or constrained) of referential knowledge for Web site pages may be relevant, however, the present paper is
concerned with the sequences like Web site page ones abstracted for a model of content retrievals through
communications among sites via the internet. Awareness depending of states on the communications between
sites may be adopted so that sequential knowledge acquisition and management would be possibly available.

1 INTRODUCTION (2) Logic and database views are fundamental to an-
alyze knowledge structure (Minker, 1987; Shep-
We make analyses on objective knowledge: Asan ex-  herdson, 1987), to understand dynamic structure
ample of objective knowledge, the Web site page con-  with reference to knowledge (Mosses, 1992; Re-
tains varieties of meanings. Exploring Web site pages, iter, 2001), and to make use of distributed nega-
the sequence makes sense which is often related to tives.
state transitions caused _l:_:y page contents.. Under th?S) Process algebra is concerned with sequence struc-
constraint of state transitions, we may be interested ture of communications (evaluations) (Hoare
in an automated implementation to form a sequence 1985: Milner, 1989) even for distributed systems,
composed of subsequences generated by distributed (Brur{s 1996’) while its logical formulation s dis-
calculi. For a model of forming sequence of objec- cussed (Kuce}a and Esparza, 2003) such that logi-

ging ination (Areces and Blackburn, 2003; Brauner,

communications between calculi. 2004)

This paper is concerned with a model of forming '
sequences of objective knowledge. It is a motive to (4) References of Web site pages may be examined
automate sequence formations, where: from static link view (Yamasaki, 2009) and in-
teractive mechanism with constraints (Yamasaki,

. h . f -
(i) the sequence is composed of subsequences gener 2007).

ated by distributed calculi, and

(i) the constrainton state transitions for the formation We can observe a way of knowledge acquisition,
comes from awareness of a calculus. in terms of Web site pages. Firstly, the Web site page
To see sequential knowledge induced by Web denotes a relation between states. Secondly, as re-

pages and to reach a formal system with some imple- gards a visit sequence to Web site pages, we abstract

mentable procedures for content retrievals, we pay at-a sequential structure such as:

tention to relevance to some established frameworks:

) . 01! Pll 0-21 e 10n1 Pni 0n+l (n > 0)!
(1) Agent technologies as compiled (Russell, 1995) here:
may fit descriptions of knowledge sequence for- where:
mation. (i) Py,...,Pyare pages, and
Yamasaki S.. 293
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(iiy oq, ..
knowledge base.

Thirdly, we see structure of Web site pages such that:
e A page contains a list of references to pages.

As regards the description of recursive links, a se- b
guence of pages included in a given page is taken in
this paper rather than a set of them, such that a se-
guential knowledge structure is studied. Such a re-
cursive structure forms constraints of visiting pages
as well as state transition sequences. We can, in
what follows, construct a calculus to realize sequen-
tial structures based on the above 3 points.

For a distributed system containing calculi (which
is defined in this paper), we see thaareness
(Agotnes and Alechina, 2007) can manage the con-
nection of calculi with communication channels, to
compose subsequences generated by local calculi.

., Op are to denote states abstracted from (a) A managing program is interactive with a site

through a request of keywords. When there are
more than one interaction requirement of sites,
only one from a site is selected, and other require-
ments are kept until the interaction would be over.

) The request is a data structure with a function ac-

quires consistent keywords from pages in a site
and to integrates consistent keywords. The key-
words contained by it may be changed through
visits to site pages. In each site of the system,
there are pages under the site environment. Each
page of a site involves a program (to make the re-
guest data consistently revised) for keywords. If
the page contains consistent keywords with those
of the request, it is regarded as reliable. Other-
wise, the request may be consistently revised.

We can observe thetatedenoted by keywords of

the above data structure “request”, such that we now
have the structure of a formal system design and its
management, abstracting the Web site visit sequence
as well as knowledge acquisition. In this case, knowl-
edge acquisition may be made by state transitions,
changing situations of knowledge (which is realized
To model an acquisition scheme of keywords possibly by keywords). _ _

for Web usabiblity, we have considered the case that e Wwill have a formal system involving knowl-
the keywords contain both positive and negative infor- €dge structure. It contains:

mations to denote a content. In what follows, we have (i) a set of objects referring to pages.

some itemized aspects of behaviours of the model for
keywords acquisition.

e A request containing keywords supposedly
searches the Web site pages involving keywords.

2 A MODEL FOR KNOWLEDGE
ACQUISITION

(i) a set of states.

(iii) a semantic function causing a state transition, as-
signed to each object.
i (tiv) a function to denote effects of an object sequence.
e The reliable response of a Web page to the reques i )
causes an enumeration of the page and an inclu<") afoIIowey relation fto reprefsen_t an object sequence
sion in a list of the request data. succeeding an object, which is regarded as a rule

, i . , with constraints.
e A managing process with a request is interactive
with multi-site (of a distributed system), where
each page contains a recursive link structure in a
site.

3 FORMAL SYSTEM FOR
KNOWLEDGE STRUCTURE

e How any page supposedly responds to the request
(as a program with knowledge content) is: ) i
if the keywords of the page are consistent with YWhen the copying the page from each site (a spe-
those of the request, then they are to be merged_c'f'c local place) to the internet (the common space)
with those of the request. If the keywords of the 'S aIIowed_, the_ communication (the copylng) between
page are inconsistent with those of the request, the@"V two sites is possible. On the assumption that the

keywords kept in the request are revised to be con- €opYying of this direction is allowed, that is, the com-
sistent with the page ones. _mumc_atlpn of the page transfer, we have a §ystem

_ in a distributed environments. Before the distributed
(The request searches a page in the sense that the'éystem description, we have a formal system as fol-

keywords are mutually consistent, and also acquire |g,ys: A system for knowledge structure is a quintuple
consistent keywords from the page.) 0= (0,%,SemE f fect R), where:
We can design a whole system, consisting of a T '

managing program, a request, and sites with their own () O is & set of objects.
pages: (i) Zis a set of states.

294



SEQUENTIAL KNOWLEDGE STRUCTURE IN DISTRIBUTED SYSTEM WITH AWARENESS

(i) SemO — (£ — %) is a semantic function. rules (1)-(3) finitely many times, by the notation
(iv) Effect O° — 2°%% is a function (to denote ef-  MOV&(G;01;02)" itself.

fects of a sequence of objects). Note tk¥t= The Meaning of the Expressidhf fect

{Xt...Xn | N> 0,Xq,..., % € O}. The empty se-

quence ir0* is denoted b. In accordance with the inferences, the effects of an
(v) RC O x O* is a follower relation, wheréx, G) € object sequence are defined as follows. Note that

Rmeans thax is followed byG. E f fect[](01,02) stands for(o1,02) € Ef fec[B].

The relationE f fect[B]] means that if o1,02) is in-
Inference Rules by Means of the Follower RelatiRin  cluded in, it denotes a possible transition fromto
02 by means of a sequenfeThat is, is an effective
We define thénference ruleg1), (2) and (3), onthe  sequence for the transition.
assumption that a system @) =

0= (0,5, SemE ffectR) ecte](0,0)

is given. Note that the inference rule is defined by a
scheme of “assumptions vs. conclusion” as in proof @ (x,G) € R SeniXJoy =0, EffecG](05;02)
theory. That is, we have the notation: Assumptions E f fect[xG](o01;02)

(of the form “Pry ...Pr," to be connected by “and”)
versus Conclusion, like the inference rule.

E ffectG1]|(01;02) EffectG,](02;03)

3
(3) Ef feclG1G2](01,03)
(1) movex(€; 0;0)
The following propositions are regarded as the
, ) special cases of corresponding Corollary 1 and Theo-
o) (x,G) €R Seriix|o; = 07 move(G;05;02) rem 3 in distributed systems.
MOoVex(X; 01;02) We have the following proposition between the
transition expressed bpove; andE f fect]—].
3) mover(Gs1;01;02) move(Gy;02;03) Proposition 1.
movex(G1G2;01;03) 3G.[movex(G; 01;07)] iff 3F.[E f fect[F](01;02)].
The Meaning of the Relatiomovex We have a proced_u_re to extract a real sequence to
cause the state transition:
Intuitively, the relationmovey C O* x Z x X is de- Object-sequence Formation far

fined, such that bynovex(y; 01;02), we mean that:
e Given the sequencginitiated, the state transiton ~ formationG;01;0,) <

from oy to o2 is caused by rewriting (owing to ifG=e .
the follower relation) and reducingto the empty g‘;" if 01 = 02 then & (empty sequence)
sequence. ) if G =xsuch tha{x,G') € RandSenfx]o, = g,
We have accounts for the above inference rules. then x followed by formationG'; a; 02)
(i) The empty sequenacauses the empty state tran- el_se
sition. if G = G1G; such that
. . , formationGy; 01;07) and
(i) Ifthereis(x,G) € Rsuch thaSenﬁx]]o_l.: o, and formation(Gy; 0; o) are defined for some,
the sequenc® causes a state transitioy — o2 then
(from 0% to 02), then the objeck causes a transi- formation(Gy; 01; 0%)
tion 01 — 02 (from 01 to 02). followed by formationGy; o} ; 05)
(iif) Forthe sequencds; andGy, respectively causing
the transitions frono; to o2 and froma» to o3, We can have the proposition between the effect of
the sequenc&,G; causes the transition frooy proceduref ormationandE f fect[—]:
to os.

Proposition 23G.[formation(G; 01;02) providesF]
We denote the derivation of the predicate iff Effect[F](o1;02).
movex(G;o1;02) with applications of the inference
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4 DISTRIBUTED SYSTEM FOR
KNOWLEDGE STRUCTURE

We now deal with the distributed system consisting
of calculi (as in the previous section) where the

The relationE f fec[—] is extended to the one,
E f fect[—]. Different from the relatiork f fect[—]),
the relation Effect[—] is concerned with the
sequence caused only by the follower relation of the
system[J;, but not any sequence caused by other

communications between calculi are free so that SyStemsdj (1 # j).

the object in the seD can be transferred from one
calculus to another.

A Distributed System

In what follows, we have a formal system to involve

an effective sequence for each calculus, to be ex-

tracted. Now a distributed system (for knowledge
structure) is am-tuple

DS=<0y,...,0n4 > (n>1),

where eacli; is a systen{O, >, Sem, E f fect, R) for
knowledge structure, arawarenessz is defined as
follows. We here assume a mapping

42— {receivg,send |1 <i,j <n},

where if we have sendreceive € 4(0), then'it is
described by:

j_>0i1

which means that there may be a communication from

the calculusd; to O through the state iz. Note

(2) %G ER Semldor=0; | i

3

Constructive Definition oE f fect

) EffecEl(,0)

E f fect[[F](c); 02)
E f fect[xF]J(01;02)

(xG) €R_Sem[x|os = 0 | ;i Effect[F](0};02)
Effect[F][(o1;02)
(i #1)

E ffect[Fi](01,02) Effect[F](02;03)
E f fect[FiF2]|(01;03)

Effective Sequence from the Relatiorovey

The following theorem suggests that we can have an

that we may see details of awareness (Agotnes andeffective sequendé with E f fect[[F] on the basis of

Alechina, 2007). It can be supposed thab i for
anyo € Z and for any[;. That is,—¢ is reflexive,
which is implicitly included in the following infer-
ence rules.

The inference rule of the provious section for
moves may be generalized to the onenove;
(1 <i<n). The relationmove; of the systenT];
involves the usage of the functi@enj of the system
0j.

Inference Rules foltl; by Means oR::

(1)

move (€;0;0)

x,G) € R Sem|[x]o1 = 05 | —¢, i Movey (G; 05;02)
MOoVe (X; 01;02)

@

movey (G1;01;02) move, (G; 02;03)
move, (G1G2; 01;03)

3)

In accordance with the inference, we might have
the rules for effects of object sequences.
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the relationmovey,. The proof is presented in Ap-
pendix.

Theorem 1. On the assumption of a distributed system

(for knowledge structure) is an n-tuple
DS=<0,...,0n4 > (n>1),

where eacli]; is a systenfO, 2, Sem, E f fect, R)) for

knowledge structure, suppose that me¥®; o1;02).

Then there is a sequence F such
E f fect[F](o1,02).

The RelatiorMovey caused bye f fect[—]

that

The following theorem suggests that we can have are-
lationmovey, on the basis of the relatidaf fect[—].
The proofis in Appendix.

Theorem 2. If Ef fedfF](01,02) then there is a se-
quence G such that mayéG; 01;02).

Equivalence betweemove; andE f fect[—]]

By Theorems 1 and 2, we have:

Corollary 1. There is a sequence G such that
move (G;01;02) iff there is a sequnce F such that
E f fect[F](o1,02).
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spectively . APPENDI X

The system is an abstract scheme to contribute to a

formation of sequences composed of distributed sub- Proof of Theorem 1:

sequences, free from more specific e-Learning mech-Itis proved by structural induction on the construction

anism (Sasakura and Yamasaki, 2008) ane event-Of the predicatenove (G;01;02).

formation (Yamasaki and Sasakura, 2008). (a) In case tha = ¢, it follows for the assumed
predicatemove, (G; 01;02) thatop = 02. Then
Ef fect[e](o1,02) whereos = 0.
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(b)

(©

In case thatG = x € O, the predicate
movey (X;01;02) is derived by means of
the inference rule (2). Assume for the

predicate move; (x;01,02) that (x,G') € R,
Sem[x]o1 = 03, ] =, | andmovey (G';05,02)
for G. For the predicatenove (G';05,02), by
induction hypothesis, there is a sequefcsuch
that E f fect[[F](05,02). By means of the rules
(2) for effects: Ifi = |, thenE f fect[[xF](01,02).

If i # |, thenE f fect[[F](01,02).

In case thaG = GG, we assume the predicate
move; (G1G2; 01;02). For the predicate

move, (G1Gz;01;02),

assume thamovey, (G1;01;05) and movey (Go;
0%, 02) for somea). By induction hypothesis, we
can see that for sontg andF,,

E f fect[Fi](o1,0%), and
E f fect[F](05,02).

It follows from the rule (3) for effects: witl F,
E ffect[FiF2)(01,02).
This completes the induction step.
Q.E.D.

Proof of Theorem 2:

It is proved by structural induction on a sequence

G in the premise of the theorem. For the premise:

(a)

(b)

(©)
(

While Effect[e]](o1,01) holds, we indepen-
dently have the predicatmove (€;01;02) for
02 = 01, which is sufficient for the proof.
Assume the case thd ffect[F](o1,02) by
(xG) € R, | —¢ i, Sem[x]or = o, and
E f fect[F'](05,02) (F =xF’). By induction hy-
pothesis,movey (G'; 05;02) for someG'. Then
we have the predicatmove; (G;01;02) by the
movey, definition.

In case that f fect[FiF:](01,02).
ported that, for some; andF,

i) Effect[F](o1,0}), and

It is sup-

(i) Effect[F](a},02).
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By induction hypothesis, we have both
move (G1;01;0))

for someG; and
movey (G; 0%;02)

for some G,. It follows that move (G1G;
01;02). This completes the induction.

Q.E.D.

Proof of Theorem 3:

It is proved by structural induction on the procedure

d-formationwith reference to existing.

(a) (Basis)
We see thatl- formation(g; 01;01) providese iff
andE f fect[]](o1;01).

(b) (Induction 1) Assume th& = x € O. By the defi-

nitions ofd-formation andE f fect, we see that:
(i) d-formation(x;o1;02) providesF iff there is
some(x,G’) € R such thatSem|[xjo1 = 05,
j =¢,iand
F =x. d-formation(G';0%;02) (i = j)
orF = d-formation(G’; 05;02) (i # j).

(i) Effect[[F](o1;02) iff there is somex,G') €
R such thaSem(x]o1 = 05, j —¢, i and

Effect[[F'[|(0},02) for F =xF' (i =),
or E f fect[[F'](05,02) for F =F" (i # j).

By _induction = hypothesis, for _someG/,
d-formation(G’;0%;02) providesF' iff

Ef fect[F'](0};02).
_I;ffollows thatd- formation(x; o1; 02) providesF
[

Effect[F](o1;02).
This completes the induction 1.

(c) (Induction 2) Assume th&@ = G1G; # €. By the
definitions ofd-formation andE f fect, we see
that:

(i) d-formation(Gi1Gz;01;02) providesF iff

F = d-formation(Gy;01;0%)
followed byd-formation(Gy; 0%;02)

for someo’.
(i) Effect[[F](o1;02) iff F = F1F for someF;
andF, with somead’, where

E f fect[Fi])(01,0%), and
E f fect[F](0},02).

By induction hypothesis, we see that:

d-formation(Gy;01;0%) providesF;
iff E f fect[F.](o1,0%), and

d-formation(Gy; 0; 02) providesk,
iff Effect[F[(0},02).

It follows that d-formation(GiGg;01;02)
providesFiF, iff Effect[[FiF](01,02). This
completes the induction 2.

Q.E.D.



