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Abstract: Step-changing and sinusoidal voltage patterns have expanded the capabilities of the nanopore instrument for
single molecule manipulation and measurement. A challenge with voltage-varying experiments is that capaci-
tance in the system is excited and masks the contribution of the nanopore channel conductance in the measured
current. The conductance is the parameter that can be used to infer the dynamics of the complex (e.g., DNA, or
DNA-protein) in the pore. We present a least-squares parameter estimation (LSPE) algorithm for estimating
the channel conductance under voltage-varying conditions, including step and sinusoidal voltages, with the
objective of inferring the channel conductance parameter as continuously as possible. The algorithm is shown
to recover the conductance faster than by waiting for capacitive transients to settle in step-voltage experiments,
and provides accurate continuous conductance estimates in sinusoidal voltage experiments, with realistic noise
levels superimposed on the measurements.

1 INTRODUCTION ble to monitor the presence of DNA in the pore at
zero DC voltage (Ervin et al., 2008), with the assis-

Nanoscale pores are an established tool for measuring@nce of custom hardware and filtering. A challenge
and manipulating individual DNA and DNA-protein with time-varying voltages_ is that the capacitive (_ale—_
complexes (Wilson et al., 2009), (Olasagasti et al., ments in the system cqntnbute tlo the measured ionic
2010). The nanopore device modeled in this work, current. In step-cha.nglng experiments, the true value
shown in Figure 1, consists of a singiehemolysin of the_ conduc'_ta}nc_:e is obs_cured forthe dl_Jre_ltlon of the
protein channel inserted in a lipid bilayer, which sep- transient, restiricting the t|_me—resoll_Jt|on I|_m|ts for de-
arates two chambers containing a buffered electrolytic {6Cting DNA or DNA-protein dynamics (Wilson etal.,
solution. Voltage is applied across the bilayer creat- 2009)- The LSPE algorithm presented in this paper
ing an ionic current through the nanopore that is mea- Uses the classical method of least-squares approxi-
sured and passed through a 4-pole Bessel filter beforgMation. The derived LSPE is shown to provide ef-
being sampled and recorded. As DNA molecules are f|C|§nt online estimation of the channel cqnductancg
captured and driven through the nanopore, the con-during step-changing voltages, and continuous esti-
ductance of the channel is reduced causing a drop inma_non durmg sinusoidal voltage inputs, with realistic
the measured ionic current. This change in current (or N0IS€ superimposed on the measurements.
conductance) and its duration are used to characterize
the state of the molecule captured in the nanopore.

anstant voltages have been used in the past too  NANOPORE SYSTEM M ODEL
examine DNA and enzyme-bound DNA complexes
(Benner et al., 2007). The use of time-varying volt-
ages has expanded the capabilities of the nanoporeThe four-state model of the nanopore system has the
For example, active control with step-changing volt- transfer functionH(s) from the input voltage/, to
ages has been used to measure nanopore-DNA inthe output currentk, (i.e., I5(S)/Vp(s) = H(s) in the
teractions (Bates et al., 2003), and polymerase-DNA Laplace domain) given by
interactions on the nanopore (Wilson et al., 2009),
(Olasagasti et al., 2010), at the single molecule level. H(s) = Css+Ge
Sinusoidal voltage patterns have also made it possi- a8t + aps® + ags? + ass+ 1
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Figure 1: An amplifier applies voltage and measures the
ionic current through the nanopore channel. Control logic
is used to monitor the current and control the input volt-
age pattern. The known input signal and the measured cur-

CHANNEL CONDUCTANCE IN VOLTAGE-VARYING
EXPERIMENTS

2.1 Time Discretization of Equations

To perform estimation of paramet&®; by least-
squares, the continuous equations of the model are
first discretized. The solution to (2) is

x(t) = e¥x(0) + /Ot A-UBy(T)dt
y(t) = Cex(0) + /Ot ceAt-UBy(t)dr.

rent response are used by the LSPE algorithm to estimate The sample period defines sample timeg = kx A.

Ge ~ G = 1/R;, the conductance of the nanopore channel.
In the circuit model of the systerR; is the resistance of the
channelCqy andCp are the membrane and parasitic capac-
itances, respectively, is the voltage at the output of the
amplifier, andR; is the electrolytic access resistance.

whereCs = Cp +Cny (pF) is the combined capacitance
of the system (Fig. 1)G¢ (nS) is the channel con-
ductance of the nanopore and the coefficientsay,

az andas are characteristic of the Bessel filter. For
consistency of units, time is in milliseconds and fre-
quency is in kHz. We can ignorg, in the model
since it is negligible £ 10~* GQ) compared tdR. (3
GQ). In another work, we have used system identifi-
cation tools to validate this model with experimental
data (Garalde et al., 2011). The coefficients are de-
fined in terms of the-3 dB cutoff frequencyf; as

(1,10f,45f2 105f3)
105f4

with f = (2mtf;)/2.113917675 (numerator constant
identified to matchf; with —3 dB frequency). The
frequency domain representation of the system is con-
verted to continuous time state-space (control canon-
ical) form:

X(t) = AX(t) + Bu(t), y(t)=Cx(t); t>0 (2)

with column vectox = [Xg; X2; X3; X4] and matrices

(@

(ar,az,a3,a4) =

0 1 0 0
0 0 1 0
A=l o 0 0 1|
—1/ay —as/an —az/an —ax/a&

and C=| G¢/ay Cs/ay O O].

O OO

In the simulations in Section 4, white noise is added
to u andy (with different variances). The system
model (2) and LSPE algorithm can be extended to in-
corporate explicit models of noise (white or colored),
with such noise models being experimentally identi-
fied. This extension is not done here for brevity.

The input signal is assumed to be piece-wise con-
stant between the sample timagt) = u(tk) for all

t € [tk;tkr1). Using this, the continuous solution is
converted to discrete time form as

X(tks1) = AdX(tk) +Bau(tk),  Y(tk) = Cax(tk), (3)

with Aq = e, By = ([ €@ Vdr) B, andCq = C.

The matrixA is invertible, so the matriBy can be
rewritten asBq = A1 (¢** —1)B.

2.1.1 Delta Operator Form

Equation (3) is the traditional discrete time shift oper-
ator form, which models the absolute displacement of
the state vector from sample to sample, whereas equa-
tion (2) models the infinitesimal increment of the state
vector defined by the time derivative. This underly-
ing characteristic of the continuous time state-space
equations is more accurately modeled in discrete time
using the delta operator form (Goodwin et al., 1992).
Also known as the divided difference operator form,
the delta operator form models the change in the ab-
solute displacement of the state vector from sample
to sample over a given sample period. Using the delta
operator, the discrete time state-space model takes the
form

X5(t) = AsX(tk) + Bsu(t)
X(tkr1) = X(t) + X5(te)A (4)
y(te) = CoX(t),

with As = (Ag—1)/A, Bs = Bg/A, andCs = Cy =C.
Equation (4) is used in the remainder of the paper
to construct the LSPE algorithm and simulate the re-
sponse of the nanopore system.

3 LEAST-SQUARESPARAMETER
ESTIMATION (L SPE)
ALGORITHM

Algebraically, the sampled output can be written in
terms of the system parameters, the state vector and
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the initial condition by recursively evaluating equa- 3.2 Sequential | mplementation
tion (4). Beginning witht;, the solution of the sam-

pled output at, takes the form The channel conductance of the nanopore changes
G ne1 when DNA is captured and translocates through the

y(th) = -2 lxl(to) + ZOXM(“)A] nanopore. These capture events occur on a micro-to-
ai = millisecond time scale (Benner et al., 2007). Thus, the

ne1 LSPE algorithm must be able to estimate changes in
X2(to) + Za Xé,z(ti)A] (5) Gcon thgse_ time scales._ Thisis accomplished through
i= sequential implementation of the algorithm on over-
lapping windows of lengtim that span the input and
output data sets of lengtd, whereN > n. We fo-
cus on an online implementation here that makes use
of past windows of data to generate the estimf%ge
y(t) G - Offline implementation is acceptable when detecting
y(t2) _ o/ protein-DNA dissociation events after an active con-

: - [ Q| Q } Cs /a trol experiment is run, while online implementation
y(tn) >/ | allows superior active control during an experiment
. (Wilson et al., 2009), (Olasagasti et al., 2010).
with Sequential implementation of the LSPE algorithm
[ X1(to) +Xg.1(to)A T requires the initial conditior(to) used in equation (5)
x1(to) + X5.1(t0)A + X5.1 (t1)A to be reset after each iteration to reflect the starting

5 point of the next window. This requires knowledge
: of the state vectox at every sample instance, which
xa(to) + 31 %1 (t)A presents a problem sincecannot be directly mea-
and sured or calculated from measurements. This problem
is overcome by simulating at every sample instance

X2(to) 4 Xs(to) A ] using the system model (4) with a known input signal.
X2 (to) + X5.2(t0) A + X5 2(t1) A gthesy 4) put sig

C
+ S
a

The matrix expression of interest that relates the out-
put to the system parameteB andCs can now be
defined as

Q1=

Q=

Xa(to) + 310 Xo2(t)A | 4 RESULTSAND DISCUSSION
which is written in vector notation as ) )
in The performance of the LSPE algorithm was tested in
y " =Qz simulations with step-changing and sinusoidal volt-
ages. To emulate realistic experimental conditions,
white noise was added to the inputZ@nV RMS) and
filtered output (15 pA RMS) with variances close to
those observed experimentally (Wilson et al., 2009)
(noise is white up to 10 kHz bandwidth). Also, the
value of G; was set to 13 nS for positive voltages
and 2/9 nS for negative voltages, consistent with val-
ues for experiments performed itBM KCI buffered
solution (Wilson et al., 2009). The performance of
2 the LSPE algorithm is compared here to the perfor-
mance of a simple “I/V method,” defined as estimat-
ing the conductance bi(tx)/Vp(tc) at each sample
timetx. When voltage is constant, the current is con-

where the matrixQ = [Q; Q,] € R™? and the column
vectorz= [G¢/a1; Cs/ay] € R?.

3.1 Least-squares Solution

The least-squares approximation problem is based
upon finding the best estimateof the vectorz that
minimizes

1Qz—y*"|

where|| - | represents the Euclidean norm. Since the
matrix Q has more rows than columns and has full
column rank,_the Ieastjsquares approximation prob- stant unless changes@ occur, for example, if DNA
lem has a unique solution (Boyd and Vandenberghe. g cantired in the nanopore, or polymerase bound to
2004) in the form DNA dissociates from the DNA (Wilson et al., 2009),
2=(Q'Q)1Q"y*". (Olasagasti et al., 2010). Thus, whépis constant
A for a sustained period, the 1/V method produces an
Once the least-squares solutiois tomputed, the €s- 4ccyrate estimate f@.. To be of value in estimating
timates of the channel conductance and the system €ag,, the LSPE should perform comparably to the I/V

pacitance argGe; Cs| = Zx ay. method whenV, is constant, and outperform the I/V

272



LEAST-SQUARES ESTIMATION OF NANOPORE CHANNEL CONDUCTANCE IN VOLTAGE-VARYING

EXPERIMENTS
method wherV,, is time-varying. viation at steady-state. In these voltage changes, we
ignore saturation of the measurement current, which
4.1 Step-changing Input can occur if the recorded output gain is set to high.

Future work will examine and mitigate the effect of

For a step-changing input, the output current stays OUtPUt saturation for the LSPE algorithm.

constant except when the input transitions from one The LSPE.aIgorAlthm outperforms the I/V methf’d
level to another. The switching of the input voltage N that the estimat&. has a smaller standard devia-
produces a transient response in the output current,ion. One mightargue that the LSPE algorithm is sim-
the duration of which is dependent on the amplitude P!y acting as a filter, and the performance of the I/V
of the input voltage, the amount of capacitance in the method could be improved if ';he cgrrent were first fil-
systenCs and the Bessel filter cutoff frequenéy Of tered. In fact, the LSPE algorithm is not a fllAter butan
these three effects, the post-step-change settling timeestimator, recursively computing the value@f that

of the LSPE algorithm is most sensitive to the value of Minimizes the error between the measured currentand
fe. Anincrease from 1 kHz to 10 kHz bandwidth re- current modeled by (4). Although additional low-pass
duces the time it takes the algorithm to settle to within filtering of the current would reduce the standard de-
90% of its steady-state value fron996 ms to 212 viation of the I/V estimate, the filter would further in-
ms (data not shown). However, in the presence of ad- crease the settling time of the estimate.

ditive noise, larger bandwidth also allows more noise
to contaminate the estimaﬁz. To mitigate this trade-
off between minimizing settling time and minimizing
the standard deviation of the estimafig= 1 kHz was
qualitatively chosen as the optimal bandwidth for the
LSPE algorithm. Settling time of the algorithm is
also effected by the length of the sequential over-
lapping windows. Smallen enables the algorithm _o00 |
to more efficiently track the true value &, but al- ool | |
lows more noise to contaminate the estimate. Again,

to mitigate the tradeoff between minimizing settling _e50 ‘ ‘ ‘ ‘
time and standard deviation,= 250 was chosen in ® “ % ime (ms) % %
this paper. Future work will determine quantitative B o04s ‘ ‘

metrics for establishing the optim& andn choices.
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Without noise and at 1 kHz bandwidth and 250 o4l v
kHz sample rate, the step-response settling time of
the LSPE estimatéC is 0.996 ms, compared ta412 &
ms for the I/V method. That is, the LSPE estimate ~ °% LSPE

converges faster (70%) than the output current does.
Practically, capacitance compensation on the record-
ing amplifier can speed the current settling time (and
thus the I/V method’s estimate). However, the I/V
method with a compensated current will, in general, 0-25¢ 25 50 51 52 53
not work in both step and sinusoidal conditions with- Time (ms)
out heuristic tuning of the compensation settings for Figure 2: A) Voltage step response (120 to 100 mV) of the
each set of conditions (voltage pattern, bandwidth), nanopore system model. B) A comparison of the LPSE
while the LSPE algorithm works universally. and IV methods for generatinGc. The I/V method has

The performance of the LSPE algorithm for step 2 1arger steady-state standard deviatior8gk 10 “ nS)

. - . and a much larger overshoot.§89 nS) in response to a

voltages is shown in Figures 2 and 3. In Figure 2, the step change than the LSPE algorithn®@7x 10 nS and
20 mV voltage step is always positive & = 1/3 9.708x 10~ 3 nS).
nS. The LSPE estima®®. has a much smaller stan-
dard deviation, and the I/V method produces a much 4.2  Sinusoidal I nput
larger overshoot. In Figure 3, the 240 mV voltage step
changes polarity, causing a step chang&infrom For a sinusoidal voltage input, the output current is
1/3to 2/9 nS. The LSPE algorithm has a larger over- constantly in a transient state, with the capacitive
shoot than in the previous case, but the I/V method elements in the system being persistently excited.
estimate still has a larger overshoot and standard de-This has a positive effect on the LSPE algorithm in

0.3f]
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A 150 sinusoidal input that changes polarity, shown in Fig-
100 Input Voltage ure 5. The change in polarity results in a step change
50 A in G¢, which the LSPE algorithm tracks well (Fig. 5).
2 o \ |\ OutputCurrent | The LSPE estimate is noisier than when voltage re-
= [ N s . . . .
3 -50 J‘ ] mains positive (Fig. 4), but remains centered around
S 100 | the true values 06. (1/3 nS and 29 nS), whereas
2150 “ the I/V estimate ranges betweer6% 10° nS and
2200 ‘ | —-21x104nSs.
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Figure 3: A) \Voltage step response (126520 mV) of the
nanopore system model. B) A comparison of the LPSE and

I/V methods for generatin@c. The voltage sign change at
50 ms causes a step change&snfrom 1/3 to 2/9 nS. The
two methods have comparable settling times, with the LSPE
algorithm having a smaller steady-state standard dewiatio
(8.898x 104 nS) and overshoot (849 nS) than the I/V 0.25]
method (134 x 102 nS and 367 nS).

0 26 4‘0 Time (ms) Gb Sb 100
that onceG. converges, it does not diverge again, Figure 4: A) Sinusoidal voltage response (10 mV peak-to-
even though both input and output signals are non- peak, 10 Hz, 110 mV DC offset) of the nanopore system
constant. The settling time d. is insensitive to ~ Model. B) A comparison of the LPSE and I/V methods
changes in the sinusoidal frequenfgy The standard for generatingG_c. The IV Tethod's estimate has a I_arger
deviation of the estimate increases modestly from Standard deviation (&x 10" “nS) than the LSPE algorithm
2692 1S to 349 % 10-2 nS asf,, decreases from (5.4 x 10° nS) and does not generate accurate estimates.
10 Hz to 1 Hz. The sinusoidal frequenty = 10 Hz
is used in the remainder of the paper.

The I/V method does not produce accurate values5 CONCLUSIONS
of G for sinusoidal voltages, as expected, but we re-
port the comparison here. Future work will compare The LSPE algorithm presented in this paper provides
LSPE to impedance spectroscopy methods (Katz andan accurate means for estimating the channel con-
Willner, 2003). These methods are comparable to our ductance of a nanopore under voltage-varying con-
estimator, and are designed specifically for sinusoidal ditions. The algorithm consistently achieves better
voltage inputs. The performance of the LSPE algo- performance (in terms of convergence time and stan-
rithm for sinusoidal input voltages is shown in Fig- dard deviation of the estimate) than the simple I/V
ures4and5. In Figure . = 1/3 nS since the input  method for both step-changing and sinusoidal input
stays positive. The I/V estimate has a large standardvoltages. Since variance is improved, DNA or DNA-
deviation and follows a 10 Hz sinusoidal pattern of protein events that can be detected by the measured
the measurements, never convergingsto The I/V current (i.e., there is sufficient single-to-noise ratio)
estimate crosses the true valug®fonly at the peaks  are easier to detect with our LSPE algorithm.
of the sinusoidal input voltage. This also holds for a We focused on an online implementation here that
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Figure 5: A) Sinusoidal voltage response (120 mV peak-
to-peak, 10 Hz, 0 mV DC offset) of the nanopore system
model. B) A comparison of the LPSE and I/V methods for
generatingG.. The voltage sign change at 50 ms causes
a step change i from 1/3 to 2/9 nS. The I/V method

EXPERIMENTS

plore if and how well the LSPE estimate may track
the presence of DNA in the pore at sinusoidal volt-
ages around 0 mV (no DC bias), at 5-50 Hz frequen-
cies, as an alternative to the high frequency method in
(Ervin et al., 2008).
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