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Abstract: Time-Frequencyε-filter (TF ε-filter) can reduce different types of noise from a single-channel noisy signal
while preserving the signal that varies drastically such as a speech signal. It can reduce not only small station-
ary noise but also large nonstationary noise. However, it has some parameters whose values are set empirically.
So far, there are few studies to optimize the parameter of TFε-filter automatically. In this paper, we employ
the correlation coefficient of the filter output and the difference between the filter input and output as the
evaluation function of the parameter optimization. We also propose an algorithm to set the optimal parameter
of TF ε-filter automatically. The experimental results show that we can obtain the adequate parameter in TF
ε-filter automatically by using the proposed method.

1 INTRODUCTION

Noise reduction plays an important role in speech
recognition and individual identification. When
we consider the instruments like hearing-aids and
phones, noise reduction for a single-channel signal
is required. The spectral subtraction (SS) is a well-
known approach for reducing the noise signal of the
monaural-sound (Boll, 1979; Lim, 1978). It can re-
duce the noise effectively with the simple procedure.
However, it can handle only the stationary noise.
It also needs to estimate the noise spectrum in ad-
vance. Although noise reduction utilizing Kalman
filter has also been reported (Kalman, 1960; Fuji-
moto and Ariki, 2002), the calculation cost is large.
Some authors have reported a model based approach
for noise reduction (Daniel et al., 2006). In this ap-
proach, we can extract the objective sound by con-
structing the sound model in advance. However, it is
not applicable to the signals with the unknown noise.
There are some approaches utilizing comb filter (Lim
et al., 1978). In this approach, we firstly estimate the
pitch of the speech signal, and reduce the noise signal
utilizing comb filter. However, the estimation error
results in the degradation of the speech quality espe-
cially in case of consonant.

Harashima et al. have reported a nonlinear filter

namedε-filter , which can reduce noise while preserv-
ing the signal (Harashima et al., 1982) . We label it
“TD ε-filter” as it handles signal shape in time do-
main. TD ε-filter is simple and has some desirable
features for noise reduction. It does not require the
model not only of the signal but also of the noise
in advance. It is easy to be designed and the calcu-
lation cost is small. It can reduce not only the sta-
tionary noise but also the nonstationary noise. How-
ever, it can reduce only the small amplitude noise
in principle. To solve the problems, the method la-
beled time-frequencyε-filter (TF ε-filter) was pro-
posed (Abe et al., 2007). TFε-filter is an improved
ε-filter applied to the complex spectra along the time
axis in time-frequency domain. By utilizing TFε-
filter, we can reduce not only small amplitude sta-
tionary noise but also large amplitude nonstationary
noise. However, TFε-filter has some parameters and
we need to set them adequately based on empirical
control. Moreover, as we only have a single-channel
noisy signal, it is difficult to evaluate whether the pa-
rameter is optimal or not. We cannot know the differ-
ence between the original signal and the filter output
from the observed signal. So far, there are few studies
on the appropriateness of the parameter setting of TF
ε-filter.

Based on the above prospects, we proposed an ap-
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proach to set the parameter (Abe et al., 2009). In
this method, as a simple criterion, we assume that the
signal and noise are noncorrelated. And we employ
the correlation coefficient of the filter output and the
difference between the input signal and the filter out-
put to set the parameter adequately. In this study, we
confirmed that the correlation became almost mini-
mal when the error was minimal. However, as the
correlation has many local minimum, we could not
employ gradient method. To solve the problem, we
use simulated annealing to set the parameter in this
paper. When we utilize the proposed method, we can
set the parameter adequately without the information
about the noise and the signal. In Sec.2, we explain
TF ε-filter to clarify the problem. In Sec.3, we de-
scribe the algorithm of the method to determine the
parameter adequately. In Sec.4, we show the exper-
imental results. Experimental results show that the
proposed method can estimate the optimal parameter
of the TFε-filter. Conclusions are given in Sec.5.

2 TIME-FREQUENCY ε-FILTER

In this section, we briefly describe the TFε-filter algo-
rithm. TFε-filter is an improvedε-filter applied to the
complex spectra along the time axis in time-frequency
domain.
Let us definexk as the input signal sampled at time
k. In TF ε-filter, we firstly transform the input sig-
nal xk to the complex spectraXκ,ω by short term
Fourier transformation (STFT).κ andω represent the
time frame and the angular frequency in the time-
frequency domain, respectively.κ andω are integer
numbers. Next we execute a TFε-filter, which is anε-
filter applying to complex spectra along the time axis
in the time-frequency domain. In this procedure,Yκ,ω
is obtained as follows:

Yκ,ω =
Q

∑
i=−Q

1
2Q+1

X ′
κ+i,ω, (1)

where

X ′
κ+i,ω (2)

=

{

Xκ,ω (||Xκ,ω|− |Xκ+i,ω||> ε)
Xκ+i,ω (||Xκ,ω|− |Xκ+i,ω|| ≤ ε),

andε is a constant. We define the window size ofε-
filter as 2Q+1. Then, we transformYκ,ω to the output
signalyk by inverse STFT.
By utilizing TF ε-filter, we can reduce not only small
amplitude stationary noise but also large amplitude
nonstationary noise because the noise power is dis-
tributed in wide frequency range even when the noise

has large amplitude in time domain. It does not re-
quire either the model of the signal or that of the noise
in advance. It is easy to be designed and the calcula-
tion cost is small (Abe et al., 2007).

3 AUTOMATIC PARAMETER
OPTIMIZATION UTILIZING
CORRELATION COEFFICIENT

As described in the previous section, when the TFε-
filter is employed, we need to setε value adequately
to reduce the noise. However, we cannot estimate the
optimal parameter because the noise and signal are
not known throughout all the procedures.

To solve the problem, we pay attention to the cor-
relation of the target signal and the noise signal. We
make the following assumption concerning the target
signal and noise signal:

• Assumption 1.The target signal is noncorrelated
with the noise signal.

Let us definesk andnk as the objective signal and
the noise signal, respectively. LetR(sk,nk) be the cor-
relation coefficient ofsk andnk described as follows:

R(sk,nk)

=

L

∑
k=1

(sk − sk)(nk − nk)

√

L

∑
k=1

(sk − sk)
2

√

L

∑
k=1

(nk − nk)
2

, (3)

whereL is the data length.sk and nk represent the
averages ofsk andnk, respectively.sk andnk are de-
scribed as follows:

sk =
1
L

L

∑
k=1

sk. (4)

nk =
1
L

L

∑
k=1

nk. (5)

WhenL is large enough, it is expected that the fol-
lowing equation is satisfied under assumption 1:

R(sk,nk) = 0. (6)

As described above,sk and nk are unknown
throughout the filtering procedures. Instead ofsk and
nk, we consider the correlation coefficient of the fil-
ter output and the difference between the input signal
and the filter output. Let us considerxk andyk as the
input signal and the output signal of TFε-filter, re-
spectively.xk can be described as follows:

xk = sk + nk. (7)
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When the TFε-fil ter can reduce the whole noise,
while it preserves the signal completely, the filter out-
put yk equals the signalsk. The noisenk can be de-
scribed as follows:

nk = xk − sk

= xk − yk. (8)

Although actual TFε-filter does not reduce the
whole noise and reduces the signal, ifε value is set
optimally, it is expected that the correlation ofyk and
xk − yk becomes smaller than that ofyk and xk − yk
in otherε. Hence, the optimal parameterεopt can be
obtained as

εopt = argmin
ε

|R(yk,xk − yk)|, (9)

where

R(yk,xk −yk) (10)

=

L

∑
k=1

(yk −yk)(xk −yk −xk −yk)

√

L

∑
k=1

(yk −yk)
2

√

L

∑
k=1

(xk −yk −xk −yk)
2

,

where xk andxk − yk represent the average ofxk and
xk − yk, respectively.xk andxk − yk are described as
follows:

xk =
1
L

L

∑
k=1

xk. (11)

xk − yk =
1
L

L

∑
k=1

(xk − yk). (12)

To obtain the adequate parameter automatically,
we utilize the simulated annealing. The process of
the simulated annealing is represented as follows:

Step1 We setε at the initial parameterε0 and the
initial temperatureT .

Step2 We calculate the initial solutionyk(ε0).

Step3 We repeat the following process until the ter-
mination condition is fulfilled.

1. We randomly choose theε′ which satisfies:ε−
a < ε′ < ε+a. Wherea is the constant number
which constrainsε′ within the neighborhood of
ε.

2. We calculate the|R(yk(ε),xk − yk(ε))| and
|R(yk(ε′),xk − yk(ε′))|

3. If |R(yk(ε′),xk − yk(ε′))| ≤ |R(yk(ε),xk −
yk(ε))| , ε is replaced toε′. Otherwiseε is
replaced toε′ with probabilitye−(yk(ε′)−yk(ε))/T .

Step4 Step 2 and 3 are repeated for a while. Ifε value
is kept despite the procedure, the terminal condi-
tion of iteration is fulfilled. And we regard theε
as the optimized solution. Otherwise we decrease
T and go back to the Step2.

As the initial parameterε0, we use the value described
by the following equation.

ε0 = σ(Xκ,ω) (13)

where

σ(Xκ,ω) =
1
M

M

∑
ω=1

√

1
N

N

∑
κ=1

(Xκ,ω −Xκ,ω)2, (14)

where M and N represent the number of frequency
resolution and the number of the time frame, respec-
tively. Eq. 14 represents the mean along the fre-
quency axis of the standard deviation along the time
axis of Xκ,ω. This is because the standard deviation
represents the fluctuation ofNκ,ω that is the trans-
formednk by FFT whenxk is equal tonk. Therefore,
it is considered that most of noise will be reduced by
the TFε-filter under the above situation. In practice,
xk includessk and therefore it does not correspond to
the correct fluctuation ofnk. However, we consider
that the standard deviation is useful as a first order ap-
proximation ofε when we only have the input signal
xk and filter outputyk.

4 EXPERIMENT

To clarify the adequateness of the proposed method,
we conducted the experiments utilizing monaural
sounds with the speech signal and the noise signal. In
the experiments, we updated theε value by using the
proposed method and checked whether the proposed
method worked well. In the experiments, we calcu-
late R(yk,xk − yk) and the mean square error (MSE)
between the original signalsk and the filter outputyk.
MSE is defined as follows:

MSE =
1
L

L

∑
k=1

(sk − yk)
2. (15)

As the sound source, we used “Japanese Newspa-
per Article Sentences” edited by the Acoustical So-
ciety of Japan. We used the white noise with uni-
form distribution as the stationary noise. Whenε
is too small, the difference between the input and
the filter output becomes small. Due to this reason,
R(yk,xk − yk) becomes close to 0 whenε is too small.
Hence, we constrainedε larger than 0.01.

Figure 1 shows the relation betweenε, correlation
coefficient and MSE. As shown in Fig.1, MSE be-
came minimal when we setε to 0.42. At this time, the
correlation coefficient also became almost minimal.
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Figure 1: Relation betweenε, correlation coefficient and
MSE.
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coefficient.
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Figure 2: Transition of correlation coefficient andε when
we set the initialε to 0.49.

Figure 2 shows the transition of correlation coef-
ficient andε when we set the initialε to 0.49, that
was obtained by Eq.14. As shown in Fig.2, we can
obtain the adequateε utilizing the proposed method
automatically.

To show the robustness for changing the initialε,
we conducted the experiments using the different ini-
tial ε. Figures 3 and 4 show the transition of corre-
lation coefficient andε when we set the initialε to
0.1 and 0.9, respectively. As shown in Figs.3 and 4,
we can obtain the adequate parameter ofε utilizing
the proposed method even when the initialε is much
larger or smaller than the optimalε.
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Figure 3: Transition of correlation coefficient andε when
we set the initialε to 0.1.

5 CONCLUSIONS

In this paper, we employed the correlation coefficient
of the filter output and the difference between the in-
put and the filter output as the evaluation function of
the parameter setting of TFε-filter. We also proposed
a simulated annealing based algorithm to determine
the parameter of TFε-filter automatically. The ex-
perimental results show that we can automatically de-
termine the adequate parameters of TFε-filter by uti-
lizing our method. As the proposed method only as-
sumes the decorrelation of the signal and noise, it is
expected that the application range of the proposed
method is large. Although we only have the single-
channel noisy signal, our method enables us to obtain
an adequateε parameter automatically. The proposed
method does not require an estimation of the noise
in advance. The features will help us to use TFε-
filter in a practical situation. To handle nonstation-
ary noise, we need to changeε adaptively depending
on the noise. Hence, we aim to improve our method
to solve this problem. For future studies, we would
like to evaluate robustness when changing the win-
dow size of the TFε-filter. We also would like to de-
termine all parameters in TFε-filter, that is, not only
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Figure 4: Transition of correlation coefficient andε when
we set the initialε to 0.9.

theε value but also the window size adequately based
on automatic control.
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