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Abstract: Our goal is to perform automaticsimplificationof a piece of text to enhance readability. We combine the
two processes ofsummarizationandsimplificationon the input text to effect improvement. We mimic the
human acts of incremental learning and progressive refinement. The steps are based on: (i) phrasal units in
the parse tree, yield clues (handles) on paraphrasing at a local word/phrase level for simplification, (ii) phrasal
units also provide the means for extracting segments of a prototype summary, (iii) dependency lists provide the
coherence structures for refining a prototypical summary. A validation and evaluation of a paraphrased text can
be carried out by two methodologies: (a) standardized systems of readability, precision and recall measures,
(b) human assessments. Our position is that a combined paraphrasing as above, both at lexical (word or phrase)
level and a linguistic-semantic (parse tree, dependencies) level, would lead to better readability scores than
either approach performed separately.

1 INTRODUCTION

Many knowledge-rich tasks in natural language pro-
cessing require the input text to be easily readable
by machines. Typical tasks are question-answering,
summarization and machine translation. The repre-
sentation of information and knowledge as structured
English sentences has several virtues, such as read-
ability and verifiability by humans. We present an
algorithm for enhancing the readability of text doc-
uments.

Our work utilizes: (i) Using Wordnet (Miller
et al., 1990) for sense disambiguation, providing var-
iousadjective/nounbased relationships, (ii) Concept-
Net (Liu and Singh, 2004) capturing commonsense
knowledge predominantly byadverb-verbrelations;
(iii) additional meta-information based on grammat-
ical structures. (iv) Word rating based on a classifi-
cation system exploiting word frequency, lexical and
usage data. We use the evaluation schemes based on
standard Readability metrics and ROUGE (Lin and
Hovy, 2003) scores.

Our present work falls under the category of sum-
marization with paraphrasing. With our planned in-
corporation of other semantic features and aspects
of discourse knowledge, our system is expected to
evolve into anaturalsummarization system.

∗Work supported in part under the DST, GoI project on
Cognitive Sciences at IISc.

The remainder of the article is structured as fol-
lows. We give an overview of related work on text
simplification in section 2. We discuss our approach
in Section 3. Experiments and results are presented in
Section 4. Discussion on future work concludes the
paper.

2 RELATED WORK

The task of text simplification has attracted a signif-
icant level of research. Since the work of Devlinet
al. (Devlin and Tait, 1993), text simplification has re-
ceived a renewed interest. Zhaoet al. (Zhao et al.,
2007) aim at acquiring context specific lexical para-
phrases. They obtain a rephrasing of a word de-
pending on the specific sentence in which it occurs.
For this they include two web mining stages namely
candidate paraphrase extractionandparaphrase val-
idation. Napoles and Dredze (Napoles and Dredze,
2010) examine Wikipediasimple articleslooking for
features that characterize a simple text. Yatskaret
al. (Yatskar et al., 2010) develop a scheme for learn-
ing lexical simplification rules from the edit histo-
ries of simple articles from Wikipedia. Aluisioet
al. (Aluisio et al., 2010) follow the approach of to-
kenizing the text followed by identification of words
that are complex. They identify the complexity of
words based on a compiled Portuguese dictionary of
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simple words. For resolving part-of-speech (POS)
ambiguity they use MXPOST POS tagger. Biranet
al. (Biran et al., 2011) rely on the complex english
Wikipedia and simple english Wikipedia for extrac-
tion of rules corresponding to single words. The re-
placement of a candidate word is based on the ex-
tracted context vector rules.

Our approach differs from the previous ap-
proaches in that we combine the syntactic and seman-
tic processing stages with a calibrated word/phrase re-
placement strategy. We consider individual words as
well as n-grams as possible candidates for simplifica-
tion. Further we achieve the task of simplification in
two phases: (i) identification of complex lexical en-
tities based on a significant number of features, (ii)
replacement based on sentence context. Based on the
efficacy of this set up, we propose to expand the con-
stituents to include phrasal verbs, phrasal nouns and
idioms.

3 SUMMARIZATION AND
SIMPLIFICATION

The simplification task addresses issues of readabil-
ity and linguistic complexity. The basic idea of our
work is to segment the parse tree into subtrees guided
by the dependency complexity and then rephrase cer-
tain complex terminal words of subtrees with similar,
simpler words. Lexical simplification substitutes the
complex entities with simple alternatives. Syntactic
simplification fragments large and complex sentential
constructs into simple sentences with one or two pred-
icates. We present an outline of the stages of the algo-
rithm in Sections 3.1, 3.2, the steps of the algorithm
in Section 3.3 and an example in Section 3.4.

3.1 Lexical Simplification

The Lexical Simplification problem is that of substi-
tuting difficult words with easier alternatives. From
technical perspective this task is somewhat similar to
the task of paraphrasing and lexical substitution. The
approach consists of the following two phases:

1. Difficult Words Identification. In the first phase
we take a set of 280,000 words from the Moby
Project (Ward, 2011) and a standard set of 20,000
words ranked according to usage from a freely
available Wikipedia list (WikiRanks, 2006). The
first set contains many compound words, tech-
nical words, and rarely used words. The latter
list contains almost all the commonly used words

(about 5,000) besides the low frequency words.
This list has been compiled based on a corpora of
about a billion words from the Project Gutenberg
files.
For the set ofdifficult words, for the baseline we
pick the least ranked words from the Wikipedia
list and other words from the Moby corpus to-
talling upto 50,000 words. For the set ofsimple
words, we use the Simple English Wikipedia. To
quantify the relative complexity of these words we
consider the following features:

• Frequency. The number of times a word/bi-
gram occurs in the corpus under consideration.
We consider the frequency as being inversely
proportional to the difficulty of a word. For
computing the frequency of a word we used
the Brown corpora (Francis and Kucera, 1979)
which contains more than one million words.

• Length. We consider the number of letters the
word contains. We consider that with increase
in length the lexical complexity of a word in-
creases.

• Usage.This feature is measured in terms of the
number of senses the n-gram has (n ≤ 3). For
another measure of complexity we use the num-
ber of senses reflecting diverse usage. This kind
of usage pattern in turn reflects commonness or
rareness. We use the Wordnet for the number
of senses.

• Number of Syllables.A syllable is a segment
of a word that is pronounced in one uninter-
rupted sound. Words contain multiple sylla-
bles. This feature measures the influence of
number of syllables on the difficulty level of
a word. Number of Syllablesare obtained us-
ing the CMU dictionary (Weidi, 1998). If the
syllable breakup of a given word is not found
in the CMU dictionary we use standard algo-
rithm based on vowel counts and positions. We
consider the number of syllables as being pro-
portional to the difficulty level.

• Recency.Words which have been newly added
are less known. We obtain sets of such words
by comparing different versions of WordNet
and some linguistic corpora from news and
other sources. In our caseRecencyfeature of
a word is obtained by considering the previous
13 years of compilation of recent words main-
tained by OED website. We use a boolean value
based on word being recent or not according to
this criterion.

Considering the above features normalized scores
are computed for every word of the two sets of dif-
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ficult and easy words. We use this data as training
sets for an SVM (Cortes and Vapnik, ) based clas-
sifier. The results of classification experiments are
presented in Table 1. We get an overall accuracy
over 86%.

2. Simplification.In this stage the above features are
used to generate rules of the form:

<difficult=⇒ simple>

e.g. <Harbinger =⇒ Forerunner>, Our pro-
posed system then determines rules to be applied
based on contextual information. For ensuring
the grammatical consistency of the rule<difficult
=⇒ simplified> we consider only thosesimpli-
fied forms whose POS-tags match with thediffi-
cult form. For this we create a POS-tag dictio-
nary using the Brown corpora in which we store
all possible POS-tags of every word found in the
corpora.

3.2 Syntactic Simplification

We mention the tools and techniques used for the in-
termediate stages. We use the Stanford Parser (Klein
and Manning, 2003) based on probabilistic context
free grammar to obtain the sentence phrase based
chunk parses. Predicate, role and argument dependen-
cies are elicited by the Stanford Dependency Parser.
Our algorithm identifies the distinct parts in the sen-
tence by counting the number of cross arcs in the de-
pendency graph. Subsequently, the algorithm scans
the sentence from left to right and identifies the first
predicate verb. Using that verb and ConceptNet rela-
tions, the algorithm identifies the most probable sen-
tence structure for it, and regenerates a simple repre-
sentation for the sentence segment processed so far.
The algorithm then marks that verb and continues the
same process for the next verb predicate. This process
continues till the whole sentence has been scanned.

Once all the sentences are scanned and rephrased
we reorder them. We devise a novel strategy to order
the rephrased sentences so as to achieve maximal co-
herence and cohesion. The basic idea is to reduce the
dependence between the entities without disrupting
the meaning and discourse. We try to find regressive
arcs in the dependency graph guided by the phrase
and chunk handles. This approach has the advan-
tage of keeping a partial knowledge based approach,
which allows the simplification of the syntactic struc-
ture and create a knowledge based structure in natural
language. We also used the ConceptNet data to estab-
lish similarities based on analogies and used WordNet
for lexical similarity.

We include some additional meta-information
based on grammatical structures.

3.3 Algorithm

Now we present the steps of the algorithm in detail.

Algorithm 1 : Text Simplification Abstract

1. Pre-processing.

(a) split the document into sentences and sentences
into words.

(b) perform chunk and dependency parsing using
the Stanford Parser.

(c) find subtrees which are grammatically well
formed.

2. Resolve the references using the Discourse repre-
sentation Theory (Kamp and Reyle, 1990) meth-
ods and substitute full entity names for references.

3. Identify difficult word entities using a linear ker-
nel SVM classifier trained with a powerful lexicon
of difficult and simple words.

4. Replace the difficult word entities using replace-
ment rules.

(a) Consider the context of the difficult wordwk
in terms of the wordnet senses of words of the
surrounding word in the whole sentence. We
indicate this for a window of size 2i. sx denotes
the Wordnet senses for the wordx.

swk−i , . . ., swk , . . ., swk+i ,

(b) Select the lemmas (lwk
1 , . . . , lwk

j ) which have the
same senseswk .

(c) Replacewk with the lemma which is most fre-
quent in the Wikipedia context database within
the current context:

swk−i , . . ., swk−1, swk+1, . . ., swk+i

5. Collect the sentences belonging to the same sub-
ject using the ConceptNet and order them opti-
mally to reduce the dependency list complexity.

(a) Find the dependency intersection complexity of
individual sentences using the Stanford Depen-
dency graph.

(b) Count the number of pertinent regressive arcs.
(c) Splice the parse tree at places where longer re-

gressive arcs appear in dependency list. Longer
arcs signifies a long range dependencies due
to anaphora, named entity, adverbial modifiers,
co-references, main, axillary and sub-ordinate
verb phrases are used as chunking handles for
reordering and paraphrasing.
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6. Use the generative grammar for sentence genera-
tion from the resultant parse trees. We have used
the MontyLingua based language generator, mod-
ified with additional rules for better performance
and output quality.

7. Rank the sentences using the top-level informa-
tion from Topic Models for highly probable and
salient handles for extraction. These handles point
to the markers in the given sentence from the in-
put documents for focusing attention. Select the
10% top scored sentences.

8. Reorder the sentences to reduce the dependency
list complexity, utilizing information from the
corresponding parse-tree.

We used a 6 GB dump of English Wikipedia2 ar-
ticles and processed it to build a context information
database in the following way.

Algorithm 2 : Wikipedia Context preprocessing

1. for each wordw (excluding stop-words) in every
sentence of the articles, create a context setSw
containing the words surroundingw.

(a) addSw to the database withw as the keyword.

(b) if w already exists, update the database with the
context setSw.

3.4 Example

We tested our algorithm on a sample of 30 documents
from theDUC 2001 Corpusof about 800 words each.
An extract from the documentd04a/FT923-5089is
reproduced below.

There are growing signs that Hurricane An-
drew, unwelcome as it was for the devastated
inhabitants of Florida and Louisiana, may in
the end do no harm to the re-election cam-
paign of President George Bush.

The parse for this sentence is given in Figure 1, and
the dependency is given in Figure 2. The original
sentence has now been split into three sentences by
identifying the cohesive subtrees and reordering them
in accordance with our algorithm. Some candidate
words for lexical simplification aredevastated, inhab-
itants. The present output does not reflect the possi-
bilities for rephrasing these words although lexically
simpler words for replacement exist in our databases.
Certain technical deficiencies in our software in this
connection are presently being rectified.

The system output is given below:

2http:/ dumps.wikipedia.org/enwiki

Hurricane Andrew was unwelcome. Unwel-
come for the devastated inhabitants of Florida
and Louisiana. In the end did no harm to
the re-election campaign of President George
Bush.

4 EXPERIMENTS AND RESULTS

In the phase involving identification of difficult
words, we used the Support Vector Machine (SVM)
and conducted the experiment using trained data set
of sizes 1100, 5500, 11000 words where 10:1 ratio of
difficult labeled and simple labeled words were used
for training. The SVM reported an accuracy of more
than 86% (Table 1). The overloading of the training
set with difficult word samples was consciously made
in view of the fact that by Zipf’s law a large num-
ber of words are rarely used and hence corpus data do
not provide enough samples, but these words get used
sporadically. Many experiments for training with
varying numbers of pre-identified set of commonly
used words by rank can be conducted as follows. For
the baseline we have fixed the firstn= 20,000 ranked
words as simple. Without loss of generality,n can be
increased and the training runs repeated. The intuition
behind fixing the ratio to 10:1 for our experiments
is that the first 20,000 ranked words (which we con-
sidered “simple”) account for more than 90% usage
among the over 200,000 words in our set of words.

In the simplification phase, we computed the eu-
clidean length of the vectors corresponding to both
difficult andsimplewords, considering them as points
in five dimensional space. We further hypothesized
that increase in euclidean length of vectors indicated
increase in complexity of words. Hence we filtered
out those rules in which the euclidean length of adif-
ficult word was less than euclidean length ofsimple.

For the verification of our hypothesis we con-
ducted the experiment on different subsets of Brown
corpora involving 100000, 400000, 700000 and
1100000 words and found it to be consistent. This
was followed by the task involving two possibilities,
first where thedifficult word will have only one sense.
As there exists only one sense fordifficult word, irre-
spective of the context the word is replaced bysimple
equivalent word. In the second possibility we found
the sentence context of thedifficult word and the sen-
tence context of all possiblesimplewords from pro-
cessed Wikipedia. We consider the context ofsimple
word which was found to be the best match for the
context in terms of intersection of words.

We evaluated the mean readability measures of
the original document and the system generated out-
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Figure 1: Parse Tree.

Figure 2: Dependency parse.

Table 1: Accuracy of hard word classification using SVM
for different training sample sizes.

`
`
`

`
`
`
`
`
`
`
`̀

Test data
Train data

1100 5500 11000

200 90.50 88.00 88.50
400 89.75 87.25 87.75
600 90.00 88.00 88.33
800 88.62 86.50 86.75
1000 88.00 86.10 86.20
1500 88.88 87.20 87.30
2000 88.75 87.65 87.70
4000 88.65 87.90 87.92

put. The results are reproduced in the Table 2.
The readability formulas use parameters like average
word length, average sentence length, number of hard
words and number of syllables. The paper (Vadla-
pudi and Katragadda, 2010) gives this set of eight
most commonly used readability formulae developed
by various authors for assessing the ease of under-
standing by students. A significant improvement is
observed in all the readability measures. We note
that in the first measure (FRES) the dominant terms
have coefficients with negative signs as supposed to
the other measures using similar terms. Further it has
a large positive constant term to get the final score as
a positive value. Hence the net score of FRES is the
only measure that decreases with hardness.

This fact is in support of the centering theory hy-
pothesis which we applied for splitting the sentences.

indent We used the summarization evaluation metric
system ROUGE (Lin and Hovy, 2003) for ascertain-
ing semantics and pragmatics integrity. ROUGE is a
set of metrics and a software package, used for eval-
uating automatic summarization and machine trans-
lation software in natural language processing. The
ROUGE measures are based on a comparison of fre-
quencies of common subsequences between machine
the reference and generated summaries. We com-
puted the ROUGE scores between the original docu-
ments and the the system generated output to identify
the closeness of the rephrased output with the input.
The results are given in Table 3. The results are quite
promising.

5 CONCLUSIONS

We have shown effective ways of segmenting and re-
ordering sentences to improve readability. We plan to
perform human centric experiments involving assess-
ment of readability by human subjects. Further work
is needed to develop a appropriate evaluation metrics
which take into account structural (ROUGE, readabil-
ity), grammatical and stylistic features.
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Table 2: Average readability scores comparison between source sentences and our system generated output. Reference values
for “upto secondary level” and upto “graduate level” have been provided for comparison.

Criterion Source System Reference Values
output Normal Hard

Flesch Reading Ease 35.47 38.01 100.. 60 30
Flesch-Kincaid Grade Level 16.76 11.14 -1 .. 16 17
RIX Readability Index 10 6 0.2 .. 6.2 7.2
Coleman Liau Index 16.05 12.25 2 .. 14 16
Gunning Fog Index 18.31 13.88 8 ..18 19.2
Automated Readability Index 18.70 12.94 0 .. 12 14
Simple Measure of Gobbledygook 13.95 12.49 0 .. 10 16
LIX (Laesbarhedsindex) 63.41 55.88 0 .. 44 55

Table 3: ROUGE scores. Average recall scores of the system generated text with the original source documents.

ROUGE 1 2 4 L SU4 W
Avg. scores 40.3 8.0 14.2 40.3 8.0 14.2
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