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Abstract: Ontologies are considered as one of the most powerful tools for knowledge representation and reasoning.
Thus, they are considered as a fundamental support for image annotation, indexing and retrieval. In order to
build a remote sensing satellite image ontology that models the geographic objects that we find in a scene,
their characteristics as well as their relationships, we propose to reuse existing geographic ontologies to enrich
an ontological core. Reusing high quality resources (called source ontologies) helps ensuring a good quality
for the extracted knowledge, and alleviating the conceptualization stage, i.e. avoiding building a new ontology
from scratch. Ontology alignment is an important phase within the enrichment process. It is a process that
allows discovering mappings between core and source ontologies, where each mapping is a couple of entities
brought from each ontology and linked together either by an equivalence or a subsumption relationship. Such
relationships are based on various similarity measures. In this paper, we first present a brief literature review
of existing theoretical frameworks for similarity measures, then we describe a new alignment approach based
on a semi-automatic mapping selection process that needs little human intervention. First experiments show
the benefit from using the proposed approach.

1 INTRODUCTION

Remote sensing plays a very important role in the ge-
ographic information acquisition and interpretation,
especially in order to study major facts affecting earth,
such as the urbanism expansion or the vegetation and
water resources evolution. They are also considered
as a fundamental support to detect and monitor nat-
ural phenomena such as erosion, flooding, deforesta-
tion, desertification, etc.

The continuous technological progress in remote
sensing has led to a phenomenal increase of multi-
resolution, multi-spectral and multi-temporal satellite
images. Thus experts are no more able to deal with
such big data. Researchers as well as practitioners
definitely agree that processing such big data can only
be dealt with (semi)automatically.

Nowadays, ontologies are considered as one of the
most powerful tools for knowledge representation and
reasoning. An ontology that models the geographic
objects, their characteristics and relationships can be
a good support for automatic annotation, indexing and
retrieval of satellite images content.

In the literature, geographic, spatial as well as

remote sensing satellite image ontologies belongs to
two main categories: thematic geographic ontologies
(agriculture, hydrology, planning, surveying, etc.)
and spatial ontologies modelling spatial concepts for
cartographic representation purposes (Parent et al.,
1998) and (Gesbert, 2005).

One of the most popular spatial ontologies is that
of Durand (Durand et al., 2007) which is constructed
to model and interpret urban vegetation in satellite
images. Each concept of this ontology is character-
ized by contextual attributes as well as a priori val-
ues of spatial and spectral attributes (spectral signa-
tures, indices, etc.). In (Hudelot et al., 2006), we find
a spatial ontology that models topological, distance
and directional relations between objects within a
scene.SatellitesSceneOntologydeveloped within the
DAFOE platform (Charlet et al., 2010) is also a spa-
tial ontology that contains concepts coming mainly
from theCorine Land Cover databaseand related to
agricultural areas, land use, buildings, vegetation, wa-
ter areas, etc. In addition, it handles topological, dis-
tance and directional relations.

Concerning thematic geographic ontologies, we
mention the hydrographic ontology, namedHydrol-
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ogy, which covers topographical features involved in
the retention and transport of inner and surface wa-
ter such as slopes, roads, coastlines, floodplains, hills,
artificial or natural bodies of water, etc. TheFusion-
TopoCarto2ontology takes its concepts fromBDTopo
andBDCartodatabases.The concepts of this ontology
are divided into two main categories: artificial topo-
graphic concepts and natural geographic concepts. It
offers a wide number of concepts related to hydrogra-
phy, topography and agriculture. TheOntoGeoontol-
ogy covers concepts related to various geographical
objects that may exist in a satellite scene, as well as
events that may occur and change the status of these
objects.

Studying and analysing these geographic ontolo-
gies and many others let us to conclude that none of
these ontologies entirely covers satellite image fea-
tures, but at the same time they are somehow comple-
mentary. In (Nefzi et al., 2013), authors propose to
build a new remote sensing image ontology reusing
the available ontological resources such as the afore-
mentioned ones. This enrichment process has proven
to guarantee a high quality satellite image ontology
which encompasses the knowledge related to geo-
graphic objects, their relationships and their spatial,
spectral and contextual characteristics.

Reusing of existing ontological resources helps to
alleviate the conceptualization stage by avoiding in-
tensive text processing and datamining activities on
textual corpora for the extraction of relevant keywords
and their grouping into concepts. In addition, it en-
sures a high quality of the extracted knowledge since
these ontological resources are usually constructed
and validated by domain experts.

Ontology alignment is an important phase within
the enrichment process. It is a process that allows
discovering mappings between core and source on-
tologies, where each mapping is a couple of enti-
ties brought from each ontology and linked together
either by an equivalence or a subsumption relation-
ship. Such relationships are based on various similar-
ity measures.

In this paper, we propose a new alignment ap-
proach based on a semi-automatic mapping selection
process that needs little human intervention. In fact,
given a reduced set of mappings having sufficiently
high similarity scores, the expert is asked to rank them
by decreasing order of relevance. We then infer an
utility-based aggregation model of the similarity mea-
sures which is as close as possible to the expert feed-
back. This model can therefore be used to rank all
the remaining mappings which do not appear in the
reduced set.

The rest of the paper is organized as follows: in

section 2, we present a brief literature review of ex-
isting theoretical frameworks for similarity measures.
Section 3 describes the semi-automatic mapping se-
lection approach that we propose for the alignment
of different ontologies for the enrichment of a remote
sensing core ontology. In Section 4 we present re-
sults of first experimentations. Finally, we conclude
in Section 5.

2 SIMILARITY MODELS

Similarity measures have a long tradition in many
fields such as information retrieval, artificial intelli-
gence, and cognitive science. They have also be-
come popular in semantic geospatial web (Egenhofer,
2002) and they are being applied to compare con-
cepts, to improve searching and browsing through on-
tologies, as well as for matching and aligning ontolo-
gies (Shvaiko and Euzenat, 2008).

Given two setsEi andE j , a similarity measure be-
tween two elements or objectsei andej from Ei and
E j respectively, is defined as a real valued function
Sim: (Ei ×E j) → [0,1] where 0 means that both ob-
jects are dissimilar and 1 tells that they are identical.

2.1 Geometric Models

In geometric models, objects are represented as vec-
tors in a multi-dimensional vector space, where each
dimension is a property or an attribute of the object.
The range of each dimension represents all possible
values of the property. In these models, the definition
of the similarity between two objects is obtained by
their internal contents. The similarity measure is seen
as inversely proportional to the spatial distance. The
most commonly used similarity measure is based on
the Minkowski dissimilarity metric :

DissimMinkowsky(ei ,ej) =

[
n

∑
k=1

| ek
i −ek

j |
r

]1/r

wheren is the number of dimensions, andr is a pa-
rameter used to indicate the distance kind, such as the
Manhattan distance(r = 1) or the euclidean distance
(r = 2) (Schlicker et al., 2006).

There are many other similarity measures in the
geometric model which are reported in the literature
such as the Jaccard distance, the cosine distance, the
Dice distance, or the Gardenfors distance (Garden-
fors, 2000; Schwering and Raubal, 2005).

According to (Tversky, 1977), the main limita-
tions of similarity measures from the geometric mod-
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els are that they have difficulties in describing the ob-
jects that have a large number of features and that the
similarity is only based on common characteristics.

2.2 Feature Models

As the geometric model, feature model uses proper-
ties, also called features, to describe the objects to be
compared. The features correspond to properties, ei-
ther concrete or abstract which can represent nomi-
nal, ordinal, interval and ratio scaled variables. This
model is based on sets theory and takes into account
features that are common to both the objects to be
compared as well as the differentiating features which
are specific to each one. Thus this model differs from
the previous one as the properties are boolean rather
than fuzzy, i.e. features either hold or do not hold
for an object. For instance, theforestconcept can be
represented by theshape, area, vegetation, occupa-
tion and relief features. The vegetation component
can have as valueslow vegetation, mediumvegetation
or high vegetation. Similarly, the occupation score
ranges from 0 to 100. Consequently, for anevergreen
forestconcept having as values for both featuresveg-
etationandoccupation high vegetationand80 in the
geometric model, will have both features set to true in
the feature model.

There are many similarity measures of the feature
model, many of which are based on the Tversky mea-
sure:

SimTversky
(
ei ,ej

)
= F

(
Si ∩Sj ,Si \Sj ,Sj \Si

)

whereei and ej are the objects to be compared,Si
andSj their corresponding sets of features, andF is a
linear function. Depending of the definition ofF , we
find different similarity measures such as the contrast
measure as described by the following formula:

SimC
(
ei ,ej

)
= θ · f (A∩B)+α · f (A\B)+β · f (B\A)

whereθ, α andβ are positive constants andf captures
the saliency of a feature set. For instance, the Lesak
measure is a specific case of the contrast measure.

We have also the ratio measure which is given by:

SimR
(
ei ,ej

)
=

f (A∩B)
f (A∩B)+α · f (A\B)+β · f (B\A)

The Jaccard measure can be seen as a specific case
of the ratio measure. Another feature model calcu-
lates similarity by taking the ratio of common to dis-
tinctive features (Sjoberg, 1972). Another well known
similarity measure of the feature model is the Ham-
ming distance (Hamming, 1950).

2.3 Network Models

Network models are based on graph theory where
knowledge is modelled using semantic networks
where nodes represent units of knowledge, such as
objects, concepts or properties, and edges connect
nodes according to specific relations such as syn-
onymy, antinomy, or subsumption. Most similar-
ity distances are computed using standard graph-
theoretic algorithms such as the shortest path. Net-
work models are divided into three categories.

The first category consists of graph-theoretic mea-
sures which are mainly based on computing the num-
ber of edges that separate two nodes in a taxon-
omy. The most commonly used measures in the lit-
erature are those of Rada, Wu & Palmer , Leacock &
Chodorow and Hirst & St-Onge.

The second category consists of information the-
oretic measures, called entropies. Each measure of
this category is based on the computation of the so
called Information ContentIC of a concepte. For in-
stance, the Resnik measure computes the similarity
between two conceptsei andej by computing the In-
formation Content of their Least Common Subsumer
LCS in the semantic graph (Resnik, 1995; Resnik,
1999). The Lin’s Measure is a normalized version
of Resnik measure by dividingIC(LCS(ei ,ej)) by
IC(ei) + IC(ej) (Lin, 1998). We have many other
variations of Lin’s measure such as the Schlicker mea-
sure (Schlicker et al., 2006) and the GraSM measure
(Couto and Coutinho, 2005).

The third category, also called hybrid approaches,
combine graph based and information theoretic mea-
sures. In this category, we find the Jiang and Con-
rath measure (Jiang, 1997) as well as the Leacock and
Chodorow measure (Leacock, 1998).

2.4 Alignment based Models

Measures of these models are well suited for com-
paring objects that are richly structured rather than
just being a collection of unstructured features. Thus,
comparing objects involves not only matching fea-
tures, but also determining which elements corre-
spond to, or align with, one another. Matching fea-
tures are aligned to the extent that they play simi-
lar roles within their objects.‘Matching features influ-
ence similarity more if they belong to parts that are
placed in correspondence, and parts tend to be placed
in correspondence if they have many features in com-
mon and if they are consistent with other emerg-
ing correspondences’ (Goldstone, 1994; Goldstone,
1999; Markman, 1993). Alignment based measures
are deeply inspired from work on analogical reason-
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ing (Gentner, 1989; Holyoak and Thagard, 1989).

2.5 Transformational Models

In previous models, similarity measures are based on
features and/or relations describing the concepts to
be compared. In transformational models, a similar-
ity measure of two objectsei andej is rather viewed
as the number of transformations required to alter
one concept into another (Imai, 1977; Wiener Ehrl-
ish et al., 1980).

Transformations can be viewed as terminological
operations needed to modify concepts, such as mir-
roring, reversing and adding, as well as geometric op-
erations such as rotating, reflecting, translating and
dilating. In (Goldstone, 2005; Hahn et al., 2009), the
similarity between two concepts corresponds to the
complexity of the algorithm that transforms the rep-
resentation of a specific concept to another.

One of the most well used similarity measures of
this model, we mention the Levenshtein distance also
called the Edit distance as well as the Jaro measure.

3 PROPOSED APPROACH

In this section, we give details on the alignment ap-
proach that we propose which is based on a semi-
automatic mapping selection process that needs little
human intervention.

Remember that we are focusing on a specific but
critical process to build remote sensing image ontol-
ogy by reusing a set of already existing remote sens-
ing domain related ontologies. We choose one of
them as a core or target ontology to be enriched with
the remaining ones that we call source ontologies.
Thus, the target ontology can be extended with new
concepts modelling different objects that may exist in
a satellite scene. Candidate ontologies, even though
they do not take into account the spatial and spectral
characteristics of objects in a standard remote sensing
image, they model with different levels of granular-
ity a variety of useful geographical objects covering
several areas such as topography, hydrography, urban
planning, etc.

The alignment process is based on selecting cou-
ples of concepts (also called mappings)(ci ,c j)∈Oi ×
O j whereOi is the core ontology andO j is a source
ontology. If ci andc j are sufficiently similar to each
other, they can be considered in a further process in
the enrichment process.

It is obvious that the quality of the resulting ontol-
ogy depends on the quality of the selected mappings.
Actually, there are two ways to evaluate the quality of

a mapping: either automatically or manually. Auto-
matic based approaches for the quality assessment of
a mapping use a real valued functionf that is sup-
posed to capture the overall similarity between the
conceptsci andc j to be aligned, i.e. f (ci ,c j) is an
aggregation of a set of similarity measures presented
in the previous section. The advantage of using au-
tomatic approaches is their scalability, i.e. their abil-
ity to handle large ontologies but they suffer from a
disadvantage which is how to aggregate the various
similarity measures.

Manual based approaches for the quality assess-
ment of a mapping need the intervention of an expert.
This way ensures the quality of the mapping since it
is human based but cannot be considered in real life
due to the size of the ontologies to be aligned.

We propose a semi-automatic mapping selection
approach which combines the preceding ones. More
specifically, we propose to select a reduced set of
mappings and ask an expert to build a ranking of them
in decreasing order of quality. Next, we automatically
build an aggregation procedure of a set a similarity
measures that tries to reproduce as much as possible
the ranking of the expert. The last step consists of us-
ing the aggregation procedure to automatically rank
all the remaining candidate mappings.

The proposed method finds its roots in the UTA
method (Jacquet-Lagrèze and Siskos, 1982; Jacquet-
Lagrèze et al., 1987) for ordinal regression and which
uses both the information given by expert judgements,
in a form of a ranking, on a reduced set of pairs of con-
cepts to be aligned, as well as the evaluation of sim-
ilarities between the involved concepts, to infer the
parameters of a ranking model that it is as consistent
as possible with the expert judgements.

Our method assumes that there exists a non-
decreasingmarginal utility function ui corresponding
to each similarity measuresimi as well as anadditive
utility function U (Keeney and Raiffa, 1976) that en-
compasses the ranking model.

More formally, letR̃= {a1,a2, . . . ,an} denotes the
top-n alignments having the best similarity scores ac-
cording to a familyF = {sim1,sim2, . . . ,simp} of p
similarity measures.F is supposed to satisfy consis-
tency conditions (Roy, 1991), i.e. completeness (all
relevant similarity measures are considered), mono-
tonicity (increasing the evaluation of an alignment on
some similarity measure leads to increasing its rele-
vance to be considered), and non-redundancy (no su-
perfluous similarity measures are considered). Let
sim(a j)= [sim1(a j), . . . ,simp(a j)] be the multicriteria
evaluation vector of alignmenta j . We assume, with-
out loss of generality, that the greater issimi(a j), the
better is alignmenta j on similarity measuresimi .
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The ranking modelU can therefore be written as
follows:

U(a j) =
p

∑
i=1

ui(simi(a j))

Let simi∗ = minj{simi(a j)}, sim∗
i = maxj{simi(a j)}

be respectively the worst and the best (finite) evalua-
tions onsimi . Ei = [simi∗,sim∗

i ] is the scale of similar-
ity measuresimi , i.e. the range in which the values of
similarity measuresimj are found. Consequently, the
evaluation space isE = ∏simi∈F Ei andsim(a j) ∈ E is
a profile in such spaceE.

Expert judgements are supposed to be given in the
form of a ranking that can be modelled using 2 global
preference relations: an indifference relationI and a
strict preference relationP. Therefore, the following
generally holds forU :

a j P ak ⇔ U(a j)>U(ak)

⇔
p

∑
i=1

ui(simi(a j))>
p

∑
i=1

ui(simi(ak))

a j I ak ⇔ U(a j) =U(ak)

⇔
p

∑
i=1

ui(simi(a j)) =
p

∑
i=1

ui(simi(ak))

The subjective ranking is therefore acomplete pre-
order S= (P, I) on a reduced subset̃R⊂ R of align-
ments with multicriteria evaluations onE. I andP are
respectively the symmetric and asymmetric parts of
this preorder that we call hereafter thereference pre-
order.

As in the UTA method, we consider that for each
similarity measuresimi , the corresponding marginal
utility function ui is estimated by a piecewise linear
function. Thus, the rangeEi is divided intoαi ≥ 1
equal sub-intervals[simk

i ,simk+1
i ],∀k= 1, . . . ,(αi −1)

whereαi is a parameter. IfEi is discrete,αi can be set
to the number of grades of the intervalEi or a subset of
these grades. Therefore, each end pointsimk

i is given
by the following formula:

simk
i = simi∗+

k−1
αi −1

(sim∗
i − simi∗)

Estimating theui functions is equivalent to esti-
mating the variablesui(simk

i ) = uk
i . Therefore, the

marginal utility of an alignmenta j w.r.t. similarity
measuresimi , is approximated by a linear interpo-
lation as shown in Figure 1. Thus, forsimi(a j) ∈

[simk
i ,simk+1

i ], we have:

ui(simi(a j)) = uk
i +

simi(a j)− simk
i

simk+1
i − simk

i

(u(k+1)
i −uk

i )

To find the variablesuk
i , we need to resolve the

following linear program LP:

sim1
i sim2

i sim3
i sim4

i sim5
i simk

i

u1
i

u2
i

u3
i

uk
i

b

b

b

b b
b b

(simi(a j), ui(simi(a j)))

Figure 1: Computation of the marginal utility of an align-
menta j w.r.t. similarity measuresimi (In the above figure,

ui(simi(a j )) = u2
i +

simi (aj )−sim2
i

sim3
i −sim2

i
(u3

i −u2
i )).

Min Z = ∑
a j∈R̃

σ(aj)

s.t
p

∑
i=1

(ui(simi(aj))−ui(simi(ak)))+σ(aj)

−σ(ak)≥ δ;∀(aj ,ak) ∈ R̃2 : aj Pak
p

∑
i=1

(ui(simi(aj))−ui(simi(ak)))+σ(aj)

−σ(ak) = 0;∀(aj ,ak) ∈ R̃2 : aj Iak

u(k+1)
i −uk

i ≥ si ;∀i = 1, . . . , p;k= 1, . . . ,(αi −1)
p

∑
i=1

ui(sim∗
i ) = 1

ui(simi∗) = 0;∀i = 1, . . . , p
uk

i ≥ 0,∀i = 1, . . . , p;k= 1, . . . ,(αi −1)
σ(aj) ≥ 0;∀aj ∈ R̃

In the preceding linear program LP, the first two
family of constraints model the reference preorderS.
Using transformations of equation (3), they only in-
volve the principle variablesuk

i . The third family of
constraints are set sinceui are supposed to be non-
decreasing marginal utility functions. The 4th con-
straint as well as the 5th family of constraints are set
for normalization purposes: alignments scores will
range from 0 to 1. The last two family of constraints
specify that the principle variablesuk

i as well as the
auxiliary variablesσ(a j) are non-negative. More-
over, auxiliary variablesσ(a j) model errors,δ is
an arbitrary small positive value parameter so as to
significantly discriminate two successive equivalence
classes of̃R, andsi is an indifference threshold pa-
rameter defined on similarity measuressimi to model
imprecision.

The linear program LP can be resolved using the
Simplex algorithm. Besides, the structure of the pre-
ceding LP is such that it is more useful to solve the
dual in order to save time and memory.
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If the optimal solution isZ∗ = 0, then there exists
a least one utility functionU compatible with the ref-
erence preorderS. When the optimal valueZ∗ > 0,
then there is no value functionU compatible with the
reference preorderS. In such circumstances, we can
pursue one of the following strategies:

• increase the numberαi of breakpointssimk
i for

one or several marginal utility functionsui ,

• ask the user to revise the reference preorder onR̃,
or

• search over the relaxed domainZ ≤ Z∗+ ε an ad-
ditive value functionU giving a preorder̂S on R̃
which is sufficiently close to the reference pre-
order S, in the sense of Kendall-tau distance or
Spearman-footrule distance. Branch and bound
methods could be used here.

The resulting solution of the preceding LP pro-
gram is therefore used to compute the similarity score
of all the remaining alignments ofR using formula
of equations (3) and (3), and rank them accordingly.
This guaranties that the resulting ranking is coherent
with the expert judgements.

Our model differs from common linear combina-
tion methods w.r.t. the following features. First, our
model incorporates a semi-supervised learning phase
which allows expert intervention. Moreover, linear
combination methods consider that performances on
each similarity measuresimi increases linearly all
along the rangeEi, which is not necessary in our
model as shown in Figure 2.

sim1
i sim2

i sim3
i sim4

i sim5
i simk

i

uk
i

b

b

b

b

b

Preferences in common linear
combination methods
Preferences in our approach

b

b

b
b

b

Figure 2: Encoding of performances.

4 EXPERIMENTATION

In this section, we report results of first experimenta-
tions that show that the proposed approach is promis-
ing.

First, we select the SatellitesSceneOntology on-
tology of DAFOE platform as a target ontology and

the FTT ontology as a source ontology. For the com-
parison of concepts, we apply 3 similarity measures:
Hamming, Maedche & Staab, and Wu & Palmer.

Table 1 summarizes some mappings as well as
their similarities with respect to Hamming (H), Maed-
che(M) and Wu & Palmer (WP) measures. Their
ranking (R) is established according the sum of the
values of the different similarity measures (global
score: GS).

Table 1: Similarity values and their rankings.

Mapping H M WP GS R

(sea, seas) 1 0.43 1 2.43 1

(forest, rain forests) 0.66 0.67 0.53 1.86 2

(Building, Mansions) 0.25 0.52 0.88 1.65 3

(construction, building) 0.21 0.095 0.93 1.235 4

(forest, vidaucts) 0.08 0.55 0.25 0.88 5

Asking experts to rank these mappings, we find
that they propose two different rankings (cf. Table
2) depending to the fact that we compare concepts
with respect to the equivalence relation (eq) or the
subsumption relation (sub).

Table 2: Rankings of the experts.

Mapping Ranking (eq) Ranking (sub)

(sea, seas) 1 3

(forest, rain forests) 2 1

(building, mansions) 4 2

(construction, building) 3 4

(forest, viaducts) 5 5

This table shows that in the equivalence context,
the ranking of mappings 3 and 4 is reversed which is
easy to explain since the mansion is a sub-concept of
building whereas building and construction are syn-
onyms, therefore more ‘similar’ in the equivalence
context.

The application of the UTA method are summa-
rized in tables 3.

As we can see, for each similarity measure, the
first column indicates the similarity value, the second
one indicates the utility score in the equivalence con-
text, and the third column indicates the utility score in
the subsumption context. Let remark that for the first
mapping (forest, forest), the overall utility score in the
equivalence context is remarkably higher than the one
found in the subsumption context, which means that
both concepts are more equivalent than subsumed.
Also for the mapping (forest, rain forests), the overall
utility score in the equivalence context is remarkably
lower than the one found in the subsumption context,
which means that both concepts are more subsumed
than equivalent.

The score of any mappinga in the equivalence
context is given by the following formula:
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Table 3: Rankings of the experts.

Mapping Hamming

(sea, seas) 1 0.374 0.199

(forest, rain forests) 0.66 0.340 0.199

(Building, Mansions) 0.25 0.121 0.092

(forest, vidaucts) 0.08 0 0

Mapping Maedche

(sea, seas) 0.43 0 0

(forest, rain forests) 0.67 0.158 0.467

(Building, Mansions) 0.52 0 0.167

(forest, vidaucts) 0.55 0 0.167

Mapping Wu & Palmer

(sea, seas) 1 0.467 0.333

(forest, rain forests) 0.53 0.292 0.303

(Building, Mansions) 0.88 0.383 0.333

(forest, vidaucts) 0.25 0 0

Mapping Scoring (eq) Scoring (sub)

(sea, seas) 0.84 0.53

(forest, rain forests) 0.79 0.97

(Building, Mansions) 0.51 0.58

(forest, vidaucts) 0 0.16

U(a) = 0.374∗u1(SimHamming)

+ 0.158∗u2(SimMaedche)

+ +0.46∗u3(SimWUP)

whereas its score in the subsumption context is
given by the following formula:

U(a) = 0.199∗u′1(SimHamming)

+ 0.467∗u′2(SimMaedche)

+ 0.333∗u′3(SimWUP)

These formula can be now used to rank all the can-
didate mappings coming from SatellitesSceneOntol-
ogy and FTT ontologies.

5 CONCLUSION

In this paper, after presenting a literature review of
the main similarity models used to map or align on-
tology entities, we propose a semi-automatic mapping
selection process in order to build a satellite images
ontology by reusing geographical object ontologies.
The main advantage of our work is that it needs lit-
tle human intervention to monitor the mapping pro-
cess. First experimentations show that our approach
is promising.
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