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Abstract: This paper discusses the problems of analyzing title page layouts and extracting bibliographic information
from academic papers. Information extraction is an important task for easily using digital libraries. Sequence
analyzers are usually used to extract information from pages. Because we often receive new layouts and the
layouts also usually change, it is necessary to have a machenism for self-trainning a new analyzer to achieve a
good extraction accuracy. This also makes the management becomes easier. For example, when the new layout
is inputed, There is a problem of how we can learn automatically and efficiently to create a new analyzer. This
paper focuses on learning a new sequence analyzer automatically by using transfer learning approach. We
evaluated the efficiency by testing three academic journals. The results show that the proposed method is
effective to self-train a new sequence analyer.

1 INTRODUCTION

Recently, the digitization of documents is very pop-
ular. However what we need is not just the digi-
tization of books, we also want to create an infor-
mation archive accessible from everywhere in the
world. Digital libruaries (DLs) is a type of informa-
tion storage. The researchers have built their insti-
tutional repositories that can be accessed from web.
As it is known, bibliographic information about doc-
uments are indispensable for the efficient access to
and ultilization of digital documents. Moreover, bib-
liographic information extraction is a key technology
for realizing such information archives as intellec-
tual legacies because it will enable the extraction of
various kinds of metadata and will provide the users
of such archives with full access to rich information
sources.

For academic documents that we have studied
here, we are interested in title, abstract, author .etc.
These information can be used to identify records
which are stored in different DLs. Many scien-
tists have studied to extract bibliographic information
from papers and documents. (Peng and McCallum,
2004) presented an empirical exploration of several
factors, including variations on Gaussian, exponential
and hyperbolic-L1 priors for improved regularization.
(Takasu, 2003) has proposed a method for extracting

bibliographic attributes from reference strings cap-
tured using optical character recognition (OCR) and
an extended hidden Markov model. (I. G. Councill
and Kan, 2008) used conditional random field (CRF)
model to label the token sequences in the reference
strings. He also used a heuristic model to identify ref-
erence strings from a plain text file and to retrieve the
citation contexts. (Takasu and Ohta, 2014) have pro-
posed a method to detect layout changes and how they
learn to use a new sequence analyzer efficiently. Al-
though there were many results, it remains an active
research area, with several competitions having been
held 1.

In addition, for accurate information extraction,
the scientists have proposed different rule-based
methods that can exploit both logical structure and
page layout. However, most of them can not learn
automatically when we received a new page layout.
Therefore, we studied and proposed a method, which
can learn automatically a new page layout by using
transfer learning approach.

Transfer learning has been known as an approach
that addresses the problem of how to utilize much of
the labeled data in the source domain to solve related
but different problems in a target domain, even when
the training and testing problems have different dis-

1http://www.icdar2013.org/program/competitions

374 Vuong Q. and Atsuhiro T..
Transfer Learning for Bibliographic Information Extraction.
DOI: 10.5220/0005283003740379
In Proceedings of the International Conference on Pattern Recognition Applications and Methods (ICPRAM-2015), pages 374-379
ISBN: 978-989-758-076-5
Copyright c 2015 SCITEPRESS (Science and Technology Publications, Lda.)



tributions or features (S. J. Pan and Yang, 2013). To
cater for the various situations involving the source
and target domains and tasks, we can identify three
transfer-learning categories, namely inductive trans-
fer learning, transductive transfer learning, and unsu-
pervised transfer learning (Quang-Hong and Takasu,
2014).

In this paper, we focused on how to use transfer
learning for bibliographic information extraction to
train a new analyzer automatically. We evaluated the
efficiency and the correctness by testing three journals
data set.

In summary, our main contributions are as fol-
lows.

� We propose a new method that can learn a new
analyzer automatically.

� We implemented to prove the efficiency and the
correctness of our method.

The remainder of the paper is organized as fol-
lows. In Section 2, we discuss related work. In
Section 3, we present our proposed method. We de-
scribe our experiments, present our experimental re-
sults, and discuss them in Section 4. Finally, Section
5 concludes the paper and suggests some future work.

2 RELATED WORK

2.1 Semi-supervised Conditional
Random Field

Semi-supervised approach is used as the base learner
of our transfer learning method (F. Jiao and Schu-
urmans, 2006). The main contribution of semi-
supervised approach is ultilization the unlabeled data
to improve the accuracy. It is also a easy approach to
use and discover the latent components of unlabeled
data to train. Therefore, we use semi-supervised CRF
as base learner to train a new analyzer that fits for un-
labeled data. In following, we present more details
about semi-supervise CRF.

Let X be a random variable over data sequences
to be labeled, and Y be a random variable over cor-
responding label sequences. All components, Yi, of
Y are assumed to range over a finite label alpha-
bet Y . Assume we have a set of labeled samples,
D l =

��
x(1);y(1)

�
; :::;

�
x(N);y(N)

��
and unlabeled

samples Du =
�

x(N+1); :::;x(N + M)
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(F. Jiao and Schuurmans, 2006) proposed a semi-
supervised learning algorithm which exploits a form
of entropy regularization on unlabeled data. For semi-
supervised CRF, they proposed to maximize the fol-
lowing objective

RL(q) =
N

å
i=1

log pq(y(i)jx(i))�U(q)

+ g

M

å
i=N+1

å
y

pq(yjx(i)) log(yjx(i))
(3)

Here, g is a tradeoff parameter that controls the influ-
ence of the unlabeled data. It determines the impact
of unlabeled data set. Because our target is to learn a
new analyzer that is closest to new data set, we set it
is large enough.

2.2 Unilateral Transfer Adaboost
Method

(Quang-Hong and Takasu, 2014) presented the
UnilateralTrans f erAdaBoost method, which ex-
tends Trans f erAdaBoost (W. Dai and Yu, 2007) in
terms of transfer learning. The algorithm aims to
boost the accuracy of a weak learner by carefully ad-
justing the weights of training instances and learns a
classifier accordingly. The main idea of Unilateral�
TrAdaBoost is that, at each iteration, the effect of
training instances that are misclassified is reduced by
multiplying its weight by bjht (xi)�c(xi)j, where ht(xi) :
X ! Y is the hypothesis that, at the tth iteration,
b 2 (0;1]. Therefore, in the next round, those mis-
classified diff-distribution training instances that are
dissimilar to the same-distribution training instances
will affect the learning process less than in the current
round. The decision function is then

h f (x) = argmax
k

N

å
t=dN

2 e
uT

k;tx logbt (4)

where bt =
et

1�et
, et is the error for hypothesis ht , uk;t

is weight vector associated with class k and tth hy-
pothesis, and N is the maximum number of iterations
for the Unilateral�TrAdaBoost algorithm.
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They proposed a new strategy to update the weight
vector. They only updated the weight of misclassi-
fied samples from different distribution. Therefore,
we can use this strategy to semi-supervised methods.
More details present in the next section.

3 PROPOSED METHOD

To enable transfer learning, we use the unlabeled data
set that have the new page layout to run a role in
building the classification model. We call these data
target-domain data. Moreover, these target-domain
data do not have label. Therefore, we can not use
them to train a classifier. The labeled training data,
whose distribution may differ from the target-domain
data, perhaps because they are out-dated, are called
source� domaindata. The classifiers learned from
these data cannot classify the target-domain data well
due to different domains.

Formally, let Xt be the target-domain data, Xs be
the source-domain data, X = Xt [Xs be the domain-
data, and Y = fyig be the set of category labels. The
training data set T contained labeled set Ts , and
unlabeled set Tt . Ts represents the source-domain
data that Ts = f(xi

s;yi
s)g, where xi

s 2Xs(i = 1; : : : ;N).
Tt represents the target-domain data that Tt = fxi

tg,
where xi

t 2 Xt(i = 1; : : : ;M). N and M are the sizes
of Ts and Ts, respectively. The combined training set
T = f(xi;yi)g is defined as follows

xi =

(
xs

i ; i = 1; : : : ;N;
xt

i; i = N +1; : : : ;N +M;

Here, Ts corresponds to some labeled data from a
source-domain data that we try to reuse as much as we
can; however we do not know which part of Ts is use-
ful to us. What we only have is a unlabeled data set
Tt from target-domain data, and then use these data
to find out the useful part of Td . The problem that we
are trying to solve is: given an unlabeled data set from
target-domain data Tt , a labeled data set from source-
domain data Ts, the objective is to train an analyzer to
label each token with its type of bibliographic compo-
nent.

We now present our method, Trans f er�CRF ,
which extends Unilateral � TrAdaBoost (Quang-
Hong and Takasu, 2014) for CRF. However,
Unilateral-TrAdaBoost is similar to most traditional
machine learning methods which need a few labeled
data to train. Therefore, it can not be used to
learn a new model automatically. In our extension
to Transfer-CRF, Transfer-CRF applied Unilateral-
TrAdaBoost’s learning strategy to filter only consis-
tency samples to build a good model. Thus, in our

extension, we use a mechanism to choose useful sam-
ples.

A formal description is presented in Algorithm 1.
we can see that at each iteration, if a training sample
from source-domain data is mistakenly predicted, it
may conflict with the target-domain data. Therefore
it will reduce its effect by remove from trainning set
or reduce its weight in training phase (here we remove
it from trainning set). The algorithm stoped when the
number of iteration is larger than a number that is in-
puted by user or we can not remove any sample from
source-domain data. The output of algorithm contain
the labeled data that is consistent with unlabeled data.
Therefore, we can use them to train a better analyzer.

Algorithm 1: Transfer-CRF.

1 . procedure T RANSFER�CRF(Tt ;Ts;N)
2 . Input: Given two data set Tt , Ts to train, and
number of iteration K
3 . for i 1;K do
4 . Call semi-supervised CRF, providing the
combined training set T . Return with a hypothesis
hi : X! Y.
5 . if hi(xi 2 Xs) 6= yi
6 . Remove xi from Ts
7 . end if
8 . if can not remove any sample
9 . break for
10. end if
11. end for
12. Output: a new analyzer h f that is the last hy-
pothesis

4 EXPERIMENTS

This section examines the efficiency and the effective-
ness by evaluating the accuracy in labeling the unla-
beled data that have new layout.

4.1 Dataset

For this experiment, we used the same three journals
as in our previous study (M. Ohta and Takasu, 2010),
as follows:

- Journal of Information Processing by the Infor-
mation Processing Society of Japan (IPSJ): We
used papers published in 2003 in this experiment.
This dataset contains 479 papers, most of them
has been written in Japanese.

- English IEICE Transactions by the Institute of
Electronics, Information and Communication En-
gineers in Japan (IEICE-E): We used papers pub-
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Table 1: Feature templates of CRF for bibliographic component labeling (M. Ohta and Takasu, 2010).

Type Feature Description
Unigram < i(0)> Current line ID

< x(0)> Current line abscissa
< y(0)> Current line ordinate
< w(0)> Current line width
< h(0)> Current line height
< g(0)> Gap between current and preceding lines
< cw(0)> Median of character widths in the current line
< ch(0)> Median of character heights in the current line
< #c(0)> Number of characters in the current line
< ec(0)> Proportion of alphanumerics in the current line
< kc(0)> Proportion of kanji in the current line
< jc(0)> Proportion of hiragana and katakana in the current line
< s(0)> Proportion of symbols in the current line
< kw(0)> Presence of predefined keywords in the current line

Bigram < y(�1);y(0)> Previous and current labels

lished in 2003. This dataset contains 473 papers
written in English.

- Japanese IEICE Transactions by the Institute of
Electronics, Information and Communication En-
gineers in Japan (IEICE-J): We used papers pub-
lished between 2000 and 2005. This dataset con-
tains 964 papers, most of them has been written in
Japanese.

As in (M. Ohta and Takasu, 2010), we used the fol-
lowing labels for the bibliographic components:

- Title: We used separate labels for Japanese and
English titles because Japanese papers contained
titles in both languages.

- Authors: We used separate labels for author
names in Japanese and English as in the title.

- Abstract: As for the title and authors, we used sep-
arate labels for Japanese and English abstracts.

- Keywords: Only Japanese keywords are marked
up in the IEICE-J.

- Other: Title pages usually contain paragraphs
such as introductory paragraphs that are not clas-
sified into any of the above bibliographic compo-
nents. We assigned the label other to the tokens in
these paragraphs.

Note that different journals have different biblio-
graphic components in their title pages.

Because we used the chain-model CRF, the tokens
must be serialized. We therefore used lines extracted
via OCR as tokens and serialized them according to
the order generated by the OCR system. We labeled
each token for training and evaluation manually.

4.2 Features of the CRF

As in (M. Ohta and Takasu, 2010), the data set has 15
features including 14 unigram features, i.e., the fea-
ture function fk(yi1;yi;x) is independently calculated
with the previous label yi1. Another feature is bigram
feature, i.e., the feature function fk(yi1;yi;x) is depen-
dently calculated with the previous label yi1. Table 1
summarizes the set of feature templates. Their val-
ues were calculated automatically from the token and
label sequences.

An example of the bigram feature template <
y(�1);y(0)> is:

fk(yi1;yi;x) =

(
1 i f yi�1 = titleandyi = author
0 otherwise

An example of the unigram feature is:

fk(yi1;yi;x) =

(
1 i f yi = author
0 otherwise

The bigram features present label structure of
chain-CRF with the corresponding parameter qk
showing how likely a label follows another label.

4.3 Comparison of Methods

Our experiments are implemented in the following
three cases:

- We use an journal to train and the remaining jour-
nals to test.

- For each journal, we use a small number of sam-
ple to train and the rest to test.
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- We use an journal as the labeled data, and another
journal as the unlabeled data to train an analyzer,
then we use the analyzer to label the unlabeled
data.

We measured the accuracy of a learned CRF from
three cases and compare them. The accuracy was
measured by (5) (precision) and F1

2 that is the av-
erage of all F1(yi), where

#number o f correct
#total predicted

(5)

F1(yi) =
2precision(yi):recall(yi)

precision(yi)+ recall(yi)
(6)

where precision(yi) and recall(yi) have been defined
as follows:

precision(yi) =
ayi

Nyi

recall(yi) =
ayi

Myi

where ayi is number of correct yi, Nyi is number of
yi in the predicted results, Myi is number of yi in the
sample.

4.4 Results and Discussion

In the first experiment, we use chain-CRF to learn
a new analyzer. The training corpus is the labeled
datas which comes from the source-domain, and test-
ing corpus is the new unlabeled datas from the target-
domain. The experiment results in the table 2 show
that this approach is inefficient. The accuracy on both
measurement (5) and F1 is significantly decreased.

From section 4.1, we can see that IEICE-J and
IPSJ have some similar characteristics (such as both
written in Japanese). However, the accuracy is still
small if we compare it with the other chain-CRFs
whose training and testing corpus are drawn from the
same domain. Similarly, we can also see that IEICE-
J and IEICE-E have the same content but they are
presented by other languages, some value of features
such as the proportional(X) of several kinds of char-
acters in the tokens are different. Thus the low accu-
racy is inevitable. In general, this approach can not be
applied to learn a new analyzer automatically.

With the second experiment, we use a small num-
ber of samples to train and the rest to test. Table 3
show the precision and F1-accuracy in this case.

The table shows that chain-CRF is a good method
which can reach a high F1-accuracy and precision.
However, it needs the labeled data from same domain,
and the F1-accuracy is trivial when the number of la-
bel is larger (IEICE-J has 5 labels, the two remain

2http://en.wikipedia.org/wiki/F1 score

Table 2: The precision and F1-accuracy of chain-CRF when
target-domain datas have new layout which are disimilar to
source-domain datas.

Train set Test set Precision F1

IEICE-J IEICE-E 77.96% 47.68%
IPSJ IEICE-E 71.39% 47.96%
IEICE-J IPJP 76.44% 58.01%
IEICE-E IPJP 63.57% 38.49%
IEICE-E IEICE-J 75.80% 42.50%
IPSJ IEICE-J 88.03% 68.14%

Table 3: The precision and the accuracy of chain-CRF when
target-domain data and source-domain data are drawn from
same domain.

Data set Precision F1

IEICE-E 94.17% 91.27%
IEICE-J 93.68% 79.10%
IPSJ 96.33% 90.78%

Table 4: The precision and the accuracy of Transfer-CRF
when target-domain data has new layout and disimilar to
source-domain data.

Train set Test set Precision F1

IPSJ IEICE-J 89.37% 73.96%
IEICE-E IPJP 76.23% 50.26%
IEICE-J IPSJ 81.04% 64.37%

jounals have 4 labels). Therefore, chain-CRF can not
be applied to learn a new analyzer automatically.

Finally, we implement with both of labeled datas
from source-domain data and unlabeled datas from
target-domain datas. Table 4 shows the F1-accuracy
and precision of Transfer-CRF with number of iter-
ations is 5. Although the F1-accuracy and precision
of Transfer-CRF is lower than chain-CRF, the corpus
which is used by Transfer-CRF is the unlabeled data.
Therefore, it can be used automatically to learn a new
analyzer. Moreover, this result can be improved by
increasing the number of iterations K or using the la-
beled data which has been already predicted and new
unlabeled data to train a new model to improve the
F1-accuracy.

5 CONCLUSIONS

In this study, we proposed a method that uses an
existing data set to learn a new analyzer to label
the unlabeled data that have new layout. The aim
is to use information from existing data set that is
sufficiently consistent with the unlabeled data set.
With this method, we can learn a new analyzer au-
tomatically. Our method is combined Unilateral-
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TrAdaBoost’s strategy and semi-supervised CRF. In
future work, we plan to investigate a new method that
will detect new labels from new datasets.
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