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Abstract: A simple LQG control with no control cost is considered for discrete-time systems with input delay. In such
case the loop transfer recovery (LTR) effect can be obtained especially for minimum-phase systems. The
robustness of this control is analyzed and compared with state prediction control whose robustness stability is
formulated via LMI. The robustness with respect to uncertain time-delay is considered including the control
systems with Smith predictor-based controllers. Computer simulations of a second-order stable, unstable and
nonminimum-phase systems with time-delay are given to illustrate the robustness and performance of the
considered controllers.

1 INTRODUCTION

The LQG/LTR control for discrete-time systems is a
well known problem investigated for example in (Tad-
jine et al., 1994) where the general design aspects of
loop transfer recovery (LTR) both at the input and
at the output of the system are presented. In (Ma-
ciejowski, 1985) the asymptotic case of LQG control,
i.e. when the control weighting factor tends to zero
is considered for both prediction and filtering type of
controller. The case of nonminimum-phase (nmph)
system is also discussed. Robust LQG/LTR control of
discrete-time systems with time-delay at the input (or
computation delay) is a specific problem within a gen-
eral LQG/LTR framework. In this context some re-
sults are given in the literature like: (Kinnaert, 1990),
(Kinnaert and Peng, 1990), (Zhang and Freudenberg,
1993). In (Kinnaert, 1990) the LQG/LTR problem
with respect to the system input is solved for the
square minimum-phase (mph) system with d-sample
delays. The generalization of results in (Kinnaert,
1990) are given in (Kinnaert and Peng, 1990) where
the recovery at both system input and system output
is investigated and the corresponding recovered loop
transfer matrices are derived. Further extension of
these results can be found in (Zhang and Freuden-
berg, 1993) where LQG/LTR problem was solved for
nmph systems with time-delays and explicit expres-
sions of sensitivity and loop matrices are derived for
the asymptotic behaviour of control system.

In this paper,the discrete-time Kalman filter based
LQG control with no control cost for input-delayed
systems with application of LTR technique is consid-
ered. The resulting robustness with respect to uncer-
tain delay for mph and nmph systems is analyzed and
compared to prediction based control (Gonzales et al.,
2012). Additionally, the Smith predictor-like controls
and their robustness properties to time-delay uncer-
tainty are analyzed by simulations of second-order
systems.

2 LQG/LTR FOR
DISCRETE-TIME SYSTEMS
WITH DELAY

The state-space discrete-time SISO system is given by

xt+1 = Fxt +gut−d +wt (1)

yt = hTxt + vt (2)

where{wt} and {vt} are sequences of independent
random vector and scalar variables with zero mean
and covariancesEwtw

T
s = Σwδt,s, Evtvs = σ2

vδt,s, and
d is a delay given as multiplicity of sampling period.
The system (1), (2) can be transformed to

xp
t+1 = Fxp

t +gut +wp
t (3)

yt = hTxp
t−d + vt (4)
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wherexp
t = xt+d and the Kalman filter estimate ofxp

t
is given by

x̂p
t/t = F p[x̂T

t/t ,ut−d, · · · ,ut−1]
T (5)

whereF p = [Fd,Fd−1g,Fd−2g, · · · ,Fg,g] and the fil-
tered estimate ˆxt/t in terms of prediction ˆxt/t−1 fol-
lows from

x̂t/t = x̂t/t−1+ kf ỹ
p
t (6)

where ỹp
t = yt − hx̂t/t−1 is an innovation of output.

The Kalman predictor forxt+1 in steady-state is given
by

x̂t+1/t = Fx̂t/t−1+gut−d + kpỹp
t (7)

and its gain is

kp = FPf h[h
TPf h+σ2

v]
−1 (8)

wherePf is the solution of Riccati equation

Pf = FPf F
T +Σw−FPf h[h

TPf h+σ2
v]
−1hTPf F

T

(9)
The filter gain is

k f = Pf h[h
TPf h+σ2

v]
−1, (10)

sokp = Fk f in view of (8) and (10). Finally, combin-
ing (6) and (7) one gets

x̂t/t−1 = Fx̂t−1/t−1+gut−d−1 (11)

The LQG control law

ut = kT
c x̂p

t/t (12)

aims to minimize the cost function

J = E
∞

∑
t=0

y2
t , (13)

so the gainkc is

kT
c =−[gTPcg]

−1gTPcF (14)

andPc is the solution of Riccati equation

Pc = FTPcF −FTPcg[g
TPcg]

−1gTPcF +Q (15)

When the weighting matrixQ is Q= hhT and assum-
ing that the system (1), (2) is stabilizable, detectable,
mph andd = 0 in (1) then it can be shown (Tadjine
et al., 1994), (Maciejowski, 1985) thatkc takes very
simple form

kT
c =−(hTg)−1hTF. (16)

under the condition thathTg 6= 0 which implies that
system has a natural one-step delay in control chan-
nel.
If G(z) = hT(zI−F)−1g is mph andkc takes a form
(16) then the transfer functionGf (z) of compensator

defined by (6) and (12) can be manipulated into the
form

Gf (z) = −zkT
c [zI− (I − kf h

T)(F −gkT
c )]

−1k f =

= −zkT
c [zI−F +gkT

c ]
−1k f , (17)

and the perfect recovery takes place, that is

∆(z) = Φ(z)−G(z)Gf (z) = 0, (18)

where the filter’s open-loop return ratioΦ(z) is

Φ(z) = hT(zI−F)−1kp. (19)

When G(z) is nmph then the perfect recovery is in
general not possible (this will be commented later on).
Similarly, it is interesting to see what happens when
the LTR procedure is applied for system (1), (2) with
time-delay.
Time-delay in control channel of the system (1), (2)
can alternatively be characterized by takingd = 0 in
(1) and assuming that delay is incorporated in the sys-
tem(F,g,h) with the Markov parameters fulfilling the
following properties

hTg= hTFg= · · ·= hTF r−2g= 0, hTF r−1g 6= 0
(20)

for r ≥ 1. It is known that the smallest integerr satis-
fying the above properties is therelative degreeof the
system. It is worthy noting that for relative degreer
and time-delayd in (1) it holdsr = d+1.
In (Zhang and Freudenberg, 1993), (Kinnaert and
Peng, 1990) it was shown that for mph systems the
error function∆(z) for

kT
c =−(hTF r−1g)−1hTF r . (21)

has a form

∆(z) = hT(I − z−(r−1)F r−1)(zI−F)−1kp (22)

for r ≥ 1. In general∆(z) 6= 0, so the perfect recovery
cannot be obtained except the caser = 1 that corre-
sponds to (18).

2.1 Comments on nmph Systems

As already mentioned LTR for nmph systems is rec-
ommended because the partial recovery could be
achieved (Zhang and Freudenberg, 1993). The re-
sult for mph systems can be modified for the nmph
systems after the proper factorization ofΦ(z) (Zhang
and Freudenberg, 1993). For every nmph system the
all-pass factorization is possible

G(z) = hT(zI−F)−1g= Ga(z)Gm(z) =

= Ga(z)h
T
m(zI−F)−1g (23)
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whereGa(z) is all-pass andGm(z) is mph stable trans-
fer function. Partial recovery (∆(z) 6= 0) for time-
delayed system is then possible with LQG control
gain

kT
c =−(hT

mF r−1g)−1hT
mF r . (24)

wherehm can be easily obtained as a function of sys-
tem parameters.
The recovery error is now

∆(z) = (hT − z−(r−1)Ga(z)h
T
mF r−1)(zI−F)−1kp.

(25)
It is worth noting, as shown in (Zhang and Freuden-
berg, 1993), that full recovery is possible in the sense
of loop transfer functionΦ(z) if the following condi-
tions are fulfilled

• Φ(z) = Ga(z)h
T
m(zI−F)−1Fk f ,

• hTFk f = hTF2k f = · · ·= hTF rk f = 0.

This means that the observer loop has the same nmph
structure and at least as many delay steps as the sys-
tem.

2.2 LMI Approach

In (Gonzales et al., 2012) an LMI condition for robust
stability of noise-free system (1) with unknown time-
delay belonging to known interval, i.e.dl ≤ d ≤ du is
given. The system is under the state feedback pre-
diction based controllerut = kT

c x̂t+h/t with a given
gain kc and a given prediction horizonh. This ap-
proach is adopted for our comparison study where
h = d and x̂t+d/t can be obtained e.g. from (5), (6),
(7) neglecting the noise terms. Then the following
corollary follows: the global closed-loop stability re-
sult given in (Gonzales et al., 2012) reads: for anykT

c
such thatF +gkT

c is Hurwitz and fordl = du = h= d
there exists a feasible solution, i.e. there exist matri-
cesP,L,Q,Qm,QM,Qd,Z,Z1,Z2,M > 0 that satisfy

[

Γ 0
0 −ZM

]

< 0 (26)

where

Γ =



















Γ1 0 0 0 Γ3 Γ4 Γ5
∗ Γ6 0 0 0 Γ9 Γ10
∗ ∗ Γ11 0 Z1 0 0
∗ ∗ ∗ Γ12 0 0 0
∗ ∗ ∗ ∗ Γ13 −Γ9 −Γ10
∗ ∗ ∗ ∗ ∗ −L 0
∗ ∗ ∗ ∗ ∗ ∗ −M



















.

and Γ1 = −P + Q + Qm + QM + Qd − Z2,Γ3 =
Z2,Γ4 =AT

1 ,Γ5 =(A1− I)T ,Γ6 =−Q,Γ9 =BT
1 ,Γ10=

BT
1 ,Γ11 = −Qm,Γ12 = −QM,Γ13 = −Qd − Z1 −

Z2,ZM = Z−d2Z1,A1 = F +gkT
c ,B1 = FdgkT

c ,PL=
I ,ZM = I , with

Q= ε1I ,Qm = ε1I ,QM = ε1I ,Qd = ε1I ,Z = ε1I ,M =
ε−1

1 I ,Z1 = ε2I ,Z2 = ε2I for some positive small
enough scalarsε1,ε2.
It is interesting to note that the stabilizable and de-
tectable system with arbitrarily large delay in the con-
trol input can be asymptotically stabilized by either
linear state or output feedback as long as the open
loop system is not asymptotically unstable (Zongli,
2007). The additive uncertain system with input time-
delay and possible unstable poles was considered in
(A. Kodjina and Ishijima, 1994), where it was shown
that achievable robustness margin decreases to zero as
the time-delay value increases. Problem of time-delay
compensation for nonlinear systems was tackled in
(Kravaris and Wright, 1989) using Smith Predictor-
based controllers.

3 SMITH-PREDICTOR
APPROACH

Among the variety of Smith Predictor controllers, a
PID Smith Predictor (PIDSP) controller (Bobal et al.,
2011) was derived so that the desired closed-loop
transfer function is1−e−α

1−z=1 whereα = Ts
Tm

and Tm is
desired time constant of the first-order closed-loop re-
sponse. For a second-order system the controller has
a form

ut = q0εt +q1εt−1+q2εt−2+ut−1 (27)

whereq0 = γ, q1 = a1γ, q2 = a2γ, γ =(1−e−α)/(b1+
b2). The error isεt = rt − ŷp,t wherert is the reference
signal and the signal ˆyp,t is calculated as ˆyp,t = êp,t +
ŷm,t with êp,t = yt − ŷt , ŷt = Gdŷm,t , yt = Gput , ŷm,t =
Gmut , and finally the PID controller (27) is described
by

ut = Gc(z
−1)εt .

This gives the output-reference closed-loop transfer
function

Gcl(z
−1) = (28)

Gp(z−1)Gc(z−1)

1+Gp(z−1)Gc(z−1)+Gm(z−1)Gc(z−1)(1−Gd(z−1))

that in case of perfect matching, i.e.
Gm(z−1)Gd(z−1) = Gp(z−1) (d = dm) yields

Gcl(z
−1) =

Gp(z−1)Gc(z−1)

1+Gm(z−1)Gc(z−1)
(29)

For the second-order model

Gp(z
−1) =

b1z−1+b2z−2

1+a1z−1+a2z−2 z−d, (30)
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considered below in the simulations, the specific
transfer functions are

Gm(z
−1) =

z−1(b1+b2)

A(z−1)

and

Gd(z
−1) =

z−dmB(z−1)

z−1(b1+b2)
.

It is easy to check from (29) that for a second-order
model (30) in steady state one obtainsGcl(1) = 1, i.e.
perfect tracking for perfect matching.
Consider now the Smith predictor idea presented in
(Kravaris and Wright, 1989) for continuous-time sys-
tem and apply it to discrete-time state-space frame-
work. Then for the noise-free system (1), (2) the con-
trol law is

ut =
det(zI−F)

det(zI−F)+ kT
c Ad j(zI−F)g(1− z−dm)

(vt +kT
c xt),

(31)
wherevt is a command signal,dm is the time-delay in
the model and the statext = (zI−F)−1gz−dut . The
closed-loop discrete-time transfer function fromyt to
vt takes a form

Gcl(z
−1) = (32)

hTAd j(zI−F)g

det(zI−F)− kcAd j(zI−F)g(1+ z−d− z−dm)
z−d

With this form it is possible to select closed-loop
poles for the delayed system according to the pole-
placement method. The feedback gainkc calculated
using (14) can also be applied. To obtain the asymp-
totic tracking accuracy defined by the errorεt = rt −yt
the feedforward gainkr is introduced, i.e.vt = kr rt
wherekr = Gcl(1)−1.
Finally, the error feedback controller described for ex-
ample in (Soroush and Kravaris, 1992) is considered.
When the condition (20) is fulfilled then it holds

G(z−1) = z−r [hTF r(zI−F)−1g+hTF r−1g] =

= z−rGr(z
−1). (33)

Suppose the required closed-loop response is of the
simple first-order with time-delay

Gcl(z
−1) =

1−α
1−αz−1z−r . (34)

then the controller has the following transfer function
from ε to ut

Gc(z
−1) =

1−α
1−αz−1− (1−α)z−r

1
Gr(z−1)

(35)

where 0< α < 1 and the error isεt = rt − yt . When
the time-delay mismatch occurs the relative degree

rm in the model should be used in (35), noting that
rm = dm+1. The corresponding closed-loop transfer
function is then

Gcl(z
−1) = (36)

(1−α)Gr(z−1)

zr−1(z−a)Grm(z−1)+(1−α)zr−rm(Grm(z−1)−Gr(z−1))

Obviously, for perfect matching we get (34).

4 LTR FOR ARMAX MODEL

The ARMAX model is given by

yt = G(z−1)ut−d +Ge(z
−1)et (37)

whereG(z−1) =
B(z−1)

A(z−1)
, Ge(z−1) =

C(z−1)

A(z−1)
, and at the

same timeG(z) = hT(zI− F)−1g, Ge(z) = hT(zI−
F)−1ke+ 1 with A(z−1),B(z−1) andC(z−1) polyno-
mials in the operatorz−1, i.e. A(z−1) = 1+a1z−1+
...+anz−n,B(z−1)=b1z−1+ ...+bnz−n,C(z−1)= 1+
c1z−1+ ...+cnz−n and{et} assumed to be a sequence
of independent variables with zero mean and variance
σ2

e.
ARMAX model (37) has an equivalent innovation
state-space representation

xt+1 = Fxt +gut−d + keet (38)

yt = hTxt +et (39)

where g = (b1, ...,bn)
T , ke = (c1 − a1, ...,cn −

an)
T , hT = (1,0, ...,0)

F =







−a1 1 ... 0
. . ... 0

−an−1 . ... 1
−an . ... 0






.

Equations (38), (39) can take the following represen-
tation

xt+1 = F∗xt +gut−d + keyt (40)

yt = hTxt +et , (41)

whereF∗ = F − keh
T . Kalman predictor associated

with eq.(40) is

x̂t+1/t = F∗x̂t/t +gut−d + keyt (42)

and Kalman filter is given by

x̂t/t = x̂t/t−1+ kf (yt −hT x̂t/t−1), (43)

with filter gain

k f = Pf h[h
TPf h+σ2

e]
−1 (44)
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wherePf is the solution of Riccati equation

Pf = F∗Pf F
∗T −F∗Pf hhTPf F

∗T(hTPf h+σ2
e)

−1.
(45)

The predictor equation derived from (42) is

x̂t+1/t = Fx̂t/t−1+gut−d + kp(yt − ĥ
T

x̂t/t−1), (46)

where the predictor gain is nowkp = k∗p+ke andk∗p =
F∗k f .
However, in the considered steady state case, the so-
lution of (45) isPf = 0 and consequentlyk f = k∗p = 0
andx̂t/t = x̂t/t−1 = x̂t . From (46) or directly from (42)
the Kalman filter equation takes then a simple form

x̂t+1 = F∗x̂t +gut−d + keyt (47)

Taking this filter form into account together with
(21) or (24) one can see that in order to imple-
ment LQG/LTR control no Riccati equation has to be
solved neither forkc nor fork f .

5 SIMULATION STUDY

First, consider the stable system

G(s) =
s+2

(s+1)(s+3)
e−s

discretized with ZOH and sampling periodTs = 0.5s
which yields the following transfer function inz−1

G(z−1) =
−0.3262z−1−0.1224z−2

1−0.8297z−1+0.1535z−2z−2, (48)

sod = 2.
Next, an example of second-order unstable time-delay
system is

Gp(s) =
s+2

(s+1)(s−3)
e−s

and its discrete-time form with ZOH andTs = 0.5s is

Gp(z
−1) =

1.352z−1−0.439z−2

1−5.088z−1+2.718z−2z−2. (49)

Finally, nmph time-delay system is considered

Gp(s) =
−s+1

(s+1)(s+2)
e−s

which after discretization yields the following transfer
function inz−1

Gp(z
−1) =

−0.1612z−1+0.2856z−2

1−0.9744z−1+0.223z−2z−2. (50)

The nominal model inzoperator is

G(z) =
−0.1612z+0.2856

z2−0.9744z+0.223
. (51)

with one nmph zero at 1.772. Then one can calculate

Ga(z) =
z−1.772
1−1.772z

and according to (23) and (24)

hT
m= (0.5452,1.3077), kT

c = (−0.8391,−1.9091).

In computer tests different configurations of delayd
in the system and its modeldm in the controller were
tested. In other words the undermodelingdm < d and
overmodelingdm > d cases are analyzed.
Simulations of closed-loop step responses with Smith
predictor based controllers have been tested for stable
and nmph systems as they are not suitable for unstable
systems.
An example run of step responses for controller (27)
is shown in Fig.1, for stable system withd = 2 and
dm = 2,6,10 and fordm = 2 andd = 2,6,10. Re-
sponses for the same configuration of time-delays for
controller (31) is shown in Fig.2, and corresponding
situation for controller (35) in Fig.3.
An analogous run of step responses for nmph system
and controllers (27), (31), (35) with the same time-
delays configurations is shown in Figs.4, 5, 6, corre-
spondingly.
One can observe some performance difference be-
tween all these controllers. Looking at the responses
one may say that controller (35) slightly outperforms
others and in case of nmph system there is no typical
undershoot because of pole-zero cancelation in opem-
loop.
LQG/LTR method with control (21) as well as LMI
approach (26) applied to stable and nmph systems
give stability for all under- and overmodeling con-
figurations of time-delay. For unstable systems the
global closed-loop stability with respect to time-delay
can not be assured even in case of perfect matching
d = dm.
The obtained values of destabilizing time-delay for
LQG/LTR method areddest = 5, ddest = 4 for con-
trollers (14) and (21), respectively and for the noise
varianceσ2

e = 0.01. For variance valueσ2
e = 0.001

one obtainsddest= 10,ddest= 11 for controllers (14)
and (21), respectively. One may observe that the
smaller the variance the larger value ofddest, so the
value of ddest depends on stochastic properties of
noise. In considered case the performance of both
controllers (14), (21) is comparable, however con-
troller (21) is computationally simpler. Additionally,
unstable nmph system was simulated with controllers
(14), (21), (24) yielding the same resultddest= 5 for
σ2

e = 0.01. For varianceσ2
e = 0.001, the values of

ddest = 5,6,7 are obtained correspondingly for con-
trollers (14), (21), (24).
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Figure 1: Step responses for stable system with controller (27).
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Figure 2: Step responses for stable system with controller (31).
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Figure 3: Step responses for stable system with controller (35).
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Figure 4: Step responses for nmph system with controller (27).
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Figure 5: Step responses for nmph system with controller (31).
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Figure 6: Step responses for nmph system with controller (35).
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Figure 7: Control and state variables for unstable system with controller (14).
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Figure 8: Control and state variables for unstable system with controller (21).
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Simulation of state feedback prediction control,
whose stability condition is given by LMI (26), for an
unstable system is performed for the feedback gain
kc from (14). For scalarsε1 = ε2 = 10−6 the ob-
tained value of destabilizing time-delay of the system
is ddest= 14, however, it should be remembered that
this is for deterministic system. This value may be
considered as a limit value ofddest for LQG/LTR as
a noise variance decrease, i.e. as the system becomes
more deterministic.
Plots of state variables and control for unstable noise-
free system with non-zero initial conditions andd =
dm = 5 are given in Figs.7, 8 for controllers (14) and
(21), respectively.

6 CONCLUSIONS

LQG control of discrete-time SISO system with time-
delay in the context of LTR effect is presented and
compared with LMI robust stability condition given in
(Gonzales et al., 2012). Moreover, the Smith predic-
tor approach for PID controller, state space controller
and error feedback controller are included into anal-
ysis of robust stability with respect to the modeling
error of time-delay. This is done on the basis of sim-
ulations of second-order system with given nominal
time-delay value. Results show some potential of the
LQG method with LTR effect as a way for robustify-
ing the stability of closed-loop control for stochastic
systems with time-delay and possible unstable open-
loop system.
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