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Abstract: Paper presents an advanced Iterative MapReduce MPI oil reservoir simulator. First we present an overview 
of working implementations that make use of the same technologies. Then we define an academic example 
of numeric problem with an emphasis on its computational features. We present a distributed parallel 
algorithm of hybrid solution of the problem using MapReduce Hadoop and MPI technologies and describe 
an improved variant of the algorithm using memory-mapped files. 

1 INTRODUCTION 

At present, effective solution of large-scale 
computational problems of oil-gas industry is related 
to the use of high-performance computational 
technologies. According to (Tokarev et al., 2012), 
“of the 500 most powerful supercomputers of the 
world, their use in geophysics by the companies of 
oil-gas service for searching, prospecting and mining 
of deposits holds the third place”. Thus, the choice 
of the corresponding parallel software and parallel 
models of computations depending on the volumes 
of scientific calculations is an actual problem. In 
many cases, solution of problems of oil-gas industry 
comes to oil reservoir simulation. 

This work presents the results of scientific 
investigations on creation of hybrid solutions for the 
problems of oil-gas industry. The earlier developed 
constructive approach of hybrid combination of 
MapReduce and MPI technologies (Mansurova et 
al., 2014) was used to solve the problem of 
calculating fluid pressure in an oil reservoir. In order 
to accomplish this task we first identify key features 
of the existing solutions in this domain in Section 2. 
Section 3.1 describes a mathematical model of the 
problem of fluid in elastic porous anisotropic 
medium. Section 3.2 presents a distributed algorithm 
of the problem solution using Mapreduce Hadoop 
technology. Section 3.3 presents a distributed 
parallel algorithm of hybrid solution of the problem 
using MapReduce Hadoop and MPI technologies. 
Section 3.4 describes an improved variant of the 
algorithm using memory-mapped files. Section 4 

presents implementation and evaluation of 
algorithms performance. Finally, Section 5 
concludes the paper. 

2 RELATED WORK 

The principles of organization of parallel and 
distributed computing have been known for a long 
time (Chen et al., 1984, Gropp et al., 1996, 
Sunderam et al., 1994). MPI and MapReduce can be 
referred to the most used technologies. MPI 
technology is the main instrument for parallel 
computing, when solving a wide spectrum of 
problems. However, with the increase in the volume 
of the data being processed there arise a question of 
reliability of MPI applications. In recent years the 
technologies of distributed computing MapReduce is 
being more widely recognized. 

Creation of hybrid solutions allows using of the 
advantages of separate technologies. There exist a 
great variety of such solutions. The authors of 
(Hoefler et al., 2009) made the first attempt to write 
MapReduce with MPI. They implemented 
MapReduce using basic point-to-point and collective 
operations based on the original MapReduce model. 
The authors of the paper (Lu et al., 2011) compare 
MPI and MapReduce technologies from the point of 
view of the system failure. A numerical analysis is 
made to study the effect of different parameters on 
failure resistance. The authors believe that their 
research will be useful in answering the question: at 
what volumes of data it is necessary to decline MPI 
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and use MapReduce in case of possible failures of 
the system. They implemented the original 
MapReduce model using MPI and obtained a speed 
improvement comparing to Hadoop based on MPI 
communications. The study of primitives of MPI 
and MapReduce communications allowed the 
authors (Mohamed et al., 2012) to assert the fact that 
MPI can give the rise in performance of MapReduce 
applications. 

The work (Slawinski et al., 2012) considerable 
differs from the above presented works in which 
MPI technology is built in the environment of 
MapReduce. The authors describe the reverse task – 
the start of MapReduce applications in MPI 
environment. It is pointed out that several additional 
MPI functions should be written for full support of 
MapReduce. 

The authors (Mohamed et al., 2012) modified the 
MapReduce model to achieve speed up using MPI. 
In the model, the authors propose the idea of 
overlapping the map, the communication and the 
reduce phases with a more detailed policy for the 
communication and data exchange. 

Nevertheless, many of these functions are, as a 
rule, recognized to be important and are developed 
in MPI to support other modern paradigms of 
programming and parallelization. In (Srirama et al., 
2011) the essence of the approach is considered to 
be division of implementation of MPI applications to 
sequence of computation stages each of which is 
completed by the stage of communication. This 
approach is based on the conception of adapters 
distributed in conventional utilities for coordination 
of the requirements to applications and platform 
hardware. 

Other applications for adaptation of MapReduce 
model to organization of parallel computing are 
given in (Matsunaga et al., 2008, Biardzki et al., 
2009, Ekanayake et al., 2010, Bu et al., 2012, 
http://mapreduce.sandia.gov). As a whole, the 
problems of effective organization of iterative 
computing on MapReduce model remain, especially; 
the problems of scalability of such algorithms and 
their adaptation for a wide range of scientific 
problems, there are neither rigorous approach to 
provide reliability of such systems. 

 
 
 
 
 
 

3 THE WORK OF ITERATIVE 
MAPREDUCE MPI OIL 
RESERVOIR SIMULATOR 

3.1 A Mathematical Model of Fluid 
Pressure in the Oil Reservoir  

Let us consider a hypercube in anisotropic elastic 
porous medium 

}10,10,10{],0[  zyxKT . 

Let equation (1) describes the fluid dynamics in 
hypercube  under initial conditions (2) and 
boundary conditions: 

 

),,,()),,((

)),,(()),,((

zyxtf
z

P
zyx

z

y

P
zyx

yx

P
zyx

xt

P































 
(1)

P(0, x, y, z) =  (0, x, y, z) (2)
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P  (3)

Here  under conditions (3) is the surface of cube . 
In equation (1) the solution function P(t, x, y, z) is 
seam pressure in point (x, y, z) at the moment t;  (x, 
y, z) is diffusion coefficient in the reservoir; f(x, y, z) 
is density of sources. To solve (1)-(3) Jacobi’s 
numerical method was used (Imankulov et al., 
2013). For problem (1)-(3) a parallel algorithm of 
solution was realized using MPI technology 
presented in (Matkerim  et al., 2013). 

3.2 Iterative MapReduce Architecture 

According to MapReduce paradigm, realization of 
the algorithm for iteration processes is a series of 
MapReduce tasks (Ekanayake et al., 2010, Bu et al., 
2012). Algorithm of numerical solution of the 
problem (1)-(3) with the help of MapReduce 
Hadoop technology consists of two stages: the stage 
of initialization at which MapReduce work of the 
first level is performed only once and the iteration 
stage at which a cycle of MapReduce works of the 
second level is performed. Mapper of the first level 
loads data from the file system HDFS. Then, 
Mapper distributes the data between Reducer 
processes on slabs, thus realizing 1D decomposition 
of the data. Reducer, in its turn, performs 
computations, duplications boundary slabs into the 
ghost slabs of the neighbors and stores the obtained 
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results. The data used by Reducer for computations 
are divided into two kinds: local data, i.e. the data 
which refer to the interior slab and shared boundary 
data (boundary slab). Reducer enters local computed 
data directly into a local file system and enter the 
shared boundary data into the output file of the 
distributed file system HDFS, which will be an input 
file for Mapper of the second level at the next 
iteration. At each iteration Mapper of the second 
level distributes the updated boundary data among 
Reducers, thus providing the exchange of boundary 
values between slabs. The fluid of data 
corresponding to the description is presented in 
Figure 1. 

 

Figure 1: Iterative MapReduce framework scheme. 

3.3 The Distributed Algorithm of the 
Fluid Dynamics in Oil Reservoir 
based on MapReduce Hadoop 
Technology 

The distributed algorithm consists of two stages:  
‐ The stage of initialization;  
‐ The iteration stage. 
The stage of initialization is a MapReduce task 

“Initial” in which there takes place initialization and 
writing of files necessary for computations in the 
process of iterations. 

The iteration stage is a MapReduce task 
“Iterations”. At each iteration in Mapper, points of 
the field with the same keys, i.e. numbers of 
subcubes, are grouped. The input data of Mapper are 
the output data of Reducer. In Reducer, the main 
computations are performed according to the 
formulae of the explicit method.  Then, writing of 

the interior parts of files into the local file system 
and transfer of values of boundary slabs to the 
output of Reducer “Iterations” are performed.  

3.4 A Distributed Parallel Algorithm of 
the Fluid Dynamics in an Oil 
Reservoir based on MapReduce-
Hadoop and MPI Technologies 

A distributed parallel algorithm of numerical 
solution of the problem (1)-(3) consists of the 
following main steps: 

1. Initiation of the script on the main node of 
the cluster which copies the parameters of 
dimensions of computation region, the numbers of 
MPI processes, the number of nodes of Hadoop 
cluster necessary for computations onto all 
computational nodes of the cluster. 

2. The stage of initialization. Initiation of 
MapReduce task which performs computations in 
every point of computation region at the zero 
moment of time with fulfillment of initial 
conditions. 

3. The iteration stage. Initiation at ith iteration 
of MapReduce task to the input of which enter all 
computed values in points of computation region 
from the (i-1) iteration. If the number of iteration is 
equal to zero, all data from the initial stage enter, in 
other cases, the input data are formed only from the 
boundary values of points which were obtained at 
the previous iteration. 

On each of Reducers, non-boundary data are 
stored on the node in which the given Reducer 
operates and the boundary values Reduce into the 
distributed file system so that later they can be 
distributed onto other nodes which share the 
boundary values with the current node.  

After reading out boundary and non-boundary 
values, each of the Reducers initiates the process of 
distribution of points to different files so that the 
number of MPI processes and each MPI process will 
perform computations in its subregion of data which 
it reads out from the file with the name 
corresponding to its rank (Fig. 2). After reading out 
the data from the file corresponding to its rank, each 
MPI process performs computations of the pressure 
equation in its subregion of data. After that, it 
performs writing of new values of points into the file 
from which it read out the data. After completing all 
MPI processes, Reducer gathers data and, depending 
on the fact whether the point is boundary or not, it 
performs operations of reducing or writing into the 
local memory of the node. 
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Figure 2: Scheme of MapReduce MPI algorithm. 

3.5 A Distributed Parallel Algorithm of 
the Fluid Dynamics in Oil 
Reservoir using Memory-Mapped 
Files 

Realization of the distributed parallel algorithm with 
writing of data into files for their subsequent 
processing by MPI processes showed that reading / 
writing operations cause significant delays of 
performance. In this regard, in this section we 
propose to use the kind of files called memory-
mapped files (MMF). 

The peculiarity of these files is that, when 
working with them, the whole file or a definite 
continuous part of this file is corresponded by a 
definite site of memory (range of addresses of 
operative storage), that allowing to considerably 
accelerate realization of reading/ writing operations 
(http://en.wikipedia.org/Memory-mapped-file).  

To realize the algorithm of MapReduce MPI, we 
used the method of data exchange between Hadoop 
and MPI which uses the library Java Chronicle. Java 
Chronicle is a data base which is stored in operative 
memory and possesses the following properties:  

1) A low level of delays; 
2) High capacity; 
3) Persistence (i. e. after completion of the 

program the data are stored in memory) 

This library allows to work with memory- 

mapped files writing and reading out large volumes 
of information which will be physically stored in the 
disk but, if necessary, loaded into operative memory. 
Files of this type perform reading/ writing operations 
of much quicker compared to reading/ writing 
operations of usual file. A memory-mapped file is a 
segment of virtual memory which is in a direct bite 
correspondence with a definite part of file or other 
file-like resource. The main advantage of these files 
is the increase in the rate of operations of reading / 
writing, especially, on files of large volumes. It is 
for this reason that we have chosen this method of 
data exchange between Hadoop application and MPI 
application. The main idea of the problem solution is 
the same as in the method with the use of exchange 
with usual files but the general rate of the program 
operation increases.  

Static data on coordinates of points and their 
corresponding values which are stored in each of 
reducers locally as well as boundary values or initial 
values and coordinates of points which were 
distributed to the given Reducer from the Map-stage 
are read and recorded into Chronicle so that MPI-
processes can read out the points of computation 
region corresponding to their ranks for their parallel 
processing.  

The library Chronicle allows to create a definite 
indexing of objects, which are contained in a definite 
copy of the database Chronicle. This property of 
indexing was used in order that each MPI process 
can determine, according to the correspondence of 
its rank and index of the object (a three-dimensional 
file), a definite copy of the data base Chronicle 
which was assigned to this process for performing 
computations.  

After the branch process completes its operation 
it is necessary to read out the result of MPI-
processes using the methods of reading given by the 
library Chronicle and, depending on the fact whether 
these points are boundary or not, the read out data 
will be reduced or stored locally on this node. 

4 IMPLEMENTATION AND 
EVALUATION 

Numerical solution of problem (1)-(3) was carried 
out for a particular case with functions: 
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For problem (1)-(3) with the pre-determined 
functions (4)-(6) there is an analytical solution equal 
to zyxezyxtP bt  sinsinsin),,,(   which was used 

for comparison of the exact and numerical solutions 
of the problem.  

Figures 3-5 present the results of testing of 
algorithms: a distributed algorithm of the problem of 
fluid in an oil reservoir based on MapReduce 
Hadoop technology, a distributed parallel algorithm 
based on MapReduce and MPI, a distributed parallel 
algorithm based on MapReduce Hadoop and MPI 
with memory-mapped files. 

To estimate the execution time of three 
algorithms experimental computations were 
executed with this number of points:  

1) 120120120 = 1,728,000;  
2) 240240240 = 13,824,000;  
3) 360360360 = 46,656,000;  
4) 480480480 = 110,592,000. 

 

Figure 3: Running time of MR algorithm. 

The obtained results demonstrate the achievement of 
a significant gain of time, when using the library 
Java Chronicle. In the course of experiments it was 
noted that in case when the dimensionality of the 
transferred object (a three-dimensional file) makes 
up more than 20 million of values of the type with a 
double floating points the library Chronicle does not 
allow to transfer the whole array of data in one 
operation of reading/ writing. To solve this problem, 
a three-dimensional array of data was divided by the 
first measuring x into numerous parts so that each 
part was smaller or equal to the permissible limit of 
reading/writing in one operation. Consequently, in 
this case there takes place the change of indexation, 
i.e. for each MPI-process a range of indexes from 
which it will read out the data for calculations is 
formed. Thus, the problem of solving for large 
dimensionalities of data arrays was solved. 

 

Figure 4: Running time of MR+MPI algorithm. 

 

Figure 5: Running time of MR+MPI algorithm with MMF. 

5 CONCLUSIONS 

Iterative MapReduce MPI oil reservoir simulator 
developed within the framework of scientific 
investigations allows to organize distributed parallel 
computations on heterogeneous systems for solution 
of oil production tasks. The earlier developed 
constructive approach of hybrid combination of 
MapReduce and MPI technologies was used to solve 
the problem of calculating fluid pressure in an oil 
reservoir. The novelty of the research includes the 
use of the library Chronicle with the aim of a more 
effective realization of reading/writing operations. 
The comparison of testing results of oil-gas industry 
problem confirms feasibility of the research, and 
further actions primarily include adjusting further 
action in accordance with the actual results.  
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