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Abstract: Software project management is a complex and demanding task full of threats or negative risks that lead to the
delay or the failure of the project. Risks stem from many different internal sources as well as external ones
in the company and the project. In addition, these events can originate in any phase of the project life cycle,
and thereby increase the complexity of the decisions for the project manager. Aiming to reduce the negative
consequences caused by these events, we propose an approach that extends a multi-agent system to provide
support for risk management in software projects by using metrics and contingency reserves. The approach is
evaluated with a feasibility study demonstrating that agent-oriented approaches are promising solutions that
support risk management processes.

1 INTRODUCTION

One of the challenges in software development pro-
jects is the high level of uncertainty that emerges from
inaccurate estimates of schedule and resources, in-
adequately defined scope or requirements, frequent
changes in the requirements, among other reasons. In
2015, about 71% of projects have failed or had pro-
blems to meet deadlines, budget targets or quality in
general (Hastie and Wojewoda, 2015). These data
confirm that these uncertainties cause risks that com-
promise the performance and success of the achie-
vement goals in the project.

A risk is an event of an uncertain condition that, if
it occurs, will either have a positive or negative effect
on the project objectives by: (1) threatening the pro-
ject itself through the schedule, cost, and resources;
(2) impacting the quality of the product that is being
developed; (3) or affecting the organization at the
business-level (Sommerville, 2011) (Pressman, 2011)
(PMI, 2013). In the organization or project, risks can
emerge from both internal and external sources. As a
result, both of these sources and triggers, which con-
tribute to the progress of these events, require conti-
nuous monitoring and management.

According to Sommerville (2011), risk manage-
ment is recognized as one of the most important tasks
of project management. Knowing how to handle risks
is one of the decisive factors for project success as it

can compromise goals of time, cost, quality and cus-
tomer satisfaction. However, only 32% of worldwide
organizations employ a formal methodology (structu-
red by policies, procedures and forms) for risk mana-
gement (PMI, 2014).

To handle the negative events threatening projects,
organizations must have a proactive and consistent ap-
proach to support risk management through the en-
tire project life cycle (PMI, 2013). In this context,
intelligent agents have been held as a promising so-
lution for supporting project management activities,
due to their abilities: to detect and monitor changes
in complex and highly dynamic environments; to rea-
son about these changes; and to act proactively (Veras
et al., 2015). In this paper, we propose a proactive
and automated approach based on agent technology
to assist the software project manager in the execu-
tion of the Risk Management processes (SEI, 2010)
(PMI, 2013), regardless of the application domain.

This paper is organized as follows: the theoretical
background is presented in Section 2. Section 3 con-
tains the related works. The proposed approach for
risk management is described in Section 4. The de-
sign and implementation of the multi-agent platform
is detailed in Section 5. Section 6 shows some fin-
dings obtained from the implementation of our pro-
posal. Finally, conclusions and future work are pre-
sented in Section 7.
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2 THEORETICAL BACKGROUND

2.1 Risk Management

Risk Management (RM) aims to increase the chance
and impact of positive events (opportunities), while
decreasing those of negative events (threats) (PMI,
2013). RM is one of the critical activities of a pro-
ject manager and is important for software projects
because of the inherent uncertainties faced by most
projects (Sommerville, 2011). Risk management
is a continuous process and should address issues
that may compromise critical project objectives (SEI,
2010). A risk management strategy should be deve-
loped early in the project to detect negative events,
due to the fact that introducing changes in the initial
phases is more efficient than in the final phases of the
project. Project Risk Management has several pro-
cesses, such as: risk management planning, identifi-
cation, qualitative and quantitative analysis, response
planning, and control (SEI, 2010) (PMI, 2013).

The main focus of Risk Identification is to iden-
tify potential problems, threats and vulnerabilities
that can affect the work effort or project plans (PMI,
2013). It can be performed with tools and techni-
ques such as checklists, questionnaires and stake-
holder interviews, documentation reviews, Strengths-
Weaknesses-Opportunities-Threats analysis (SWOT),
Failure Mode and Effect Analysis (FMEA), expert
opinions, brainstorming, etc. Qualitative Analysis
evaluates the priority or exposure to the individual
risk for each identified risk based on the comparison
parameters (PMI, 2013). The most common risk com-
parison parameters are: probability occurrence and
impact (or seriousness) of the occurrence. The Quan-
titative Analysis involves analyzing the aggregate ef-
fect of all risks in the project in order to provide a cor-
rect understanding of the flaws, outcomes and events
that are difficult to explain in a qualitative approach.
The Planning of Responses handles the selection stra-
tegies or merging of risk-taking strategies by conside-
ring their specific probability and impact. There are
strategies normally used to treat both negative (pre-
vent, transfer, mitigate and accept) and positive risks
(exploit, improve, share, and accept) in projects. Fi-
nally, Risk Control involves continuous and periodic
support of the risk factors, by performing all proces-
ses previously reported. They include several activi-
ties: implementation of risk response plans, tracking
identified risks, monitoring residual risks, identifying
new risks, and evaluating the effectiveness of the risk
management process throughout the project.

These processes are iterative and require many
steps of planning. Even with comprehensive conside-

ration for planning, hardly any of the risks will be eli-
minated from the project. In this context there are se-
veral factors that contribute to the complexity of these
processes, among them being: the occurrence of ne-
gative events at any step of the project; multiple sour-
ces of risk in projects; and the need for specialized
knowledge to conduct the processes. Perhaps, for this
reason, many organizations neglect some of these pro-
cesses, hence jeopardizing the success of the projects.
In the current state of the area, we consider finding so-
lutions that support RM in specific contexts or apply
restrictions. Among the solutions found in the litera-
ture, many offer partial support by excluding several
RM processes (Fontoura and Price, 2008), while some
are theoretical (Rafele et al., 2005) or semi-automated
(Knob et al., 2006), and others require greater efforts
from the manager or were developed for a specific
context (Rad, 2013).

2.2 Agents and Multi-agent Systems

Agent-based technology has been applied increa-
singly by the scientific community to develop com-
plex computational systems (Jennings, 2001). An
agent is an entity able to perceive its environment
through sensors, and acts on it through its actuators
(Russell and Norvig, 2013). Agents can be biologi-
cal (e.g., people or animals), robotic or computatio-
nal, and can perform several tasks, usually to support
some human individual (Coppin, 2004). Agent per-
ception refers to perceptual inputs acquired from the
environment at an instant, while the actuation refers
to the agent’s response to the stimulus received. This
idea is presented in Figure 1.

Figure 1: A standard agent illustration adapted from (Rus-
sell and Norvig, 2013).

Artificial Intelligence (AI) is the field of science
and engineering that attempts to understand and con-
struct intelligent entities (Russell and Norvig, 2013).
In this context, agents are different software programs
in comparison to other computational programs, due
to features such as: autonomy, the ability to perceive
the environment in which they are inserted; persis-
tence during a specific length of time; adaptation
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to change; and proactivity to create and reach goals
(Russell and Norvig, 2013).

Another concept assigned to agent technology is
rationality. A rational agent is able to act in order to
achieve the best result or, when there is uncertainty,
the best expected result (Russell and Norvig, 2013).
Intelligent agents should not only collect information,
but should also learn as much as possible from envi-
ronment. This learning allows agents to improve their
performance in executing a specific task over the time
(Coppin, 2004). Moreover, agents have the ability to
learn from other agents — as the case of multi-agent
systems (MAS). When there is more than one agent
collaborating or disputing with each other in the same
environment, this is called multi-agent system.

Achieving a perfect rationality (doing the right
thing) is not simple in complex environments (Rus-
sell and Norvig, 2013). Agents are problem solvers,
capable of balancing flexible behavior to pursue their
project objectives, acting both reactively (able to re-
spond to changes occurring in the environment) and
proactively (able to adopt targets and take initiatives)
(Jennings, 2001). For this reason, agent-based solu-
tions are suitable for dynamic and complex environ-
ments, such as software project management and de-
velopment.

In complex problems of Software Engineering,
the adoption of an agent-oriented approach utili-
zes the decomposition of the problem into multiple
sub-problems, as well as autonomous components
(agents) that act and interact in a flexible way to
achieve established objectives (problem resolution)
(Jennings, 2001). For instance, in the field of Soft-
ware Engineering, agents can be used to perform tasks
relevant to processes or people. Similar to subjects
who have tasks allocated in a process, agents can per-
form delegated actions for them.

3 RELATED WORK

In order to provide an overview of the methodologies
and solutions that support project management, while
focusing on Risk Management, a literature review
was conducted. Our current research covers topics
of how organizations conduct management, which
processes of risk management are more applicable,
which tools and techniques are utilized, and what li-
mitations are encountered the most.

The usage of multi-agent systems supporting the
risk management can be observed in some works.
Nienaber (2008) proposes a framework to support
all areas of project management proposed by (PMI,
2013), by using specialized software agent techno-

logy, where each agent is responsible for a general
task. The architecture of the framework integrates va-
rious multi-agent systems, and each of these systems
is responsible for the processes of a management area,
while fulfilling a specific objective. The proposed ap-
proach was implemented in the prototype containing
only the multi-agent module for risk management and
including only the processes of Qualitative Analysis
and Risk Monitoring. The technique of Probability
and Impact Matrix in its most simplistic version is ap-
plied in the qualitative analysis. The tool is not avai-
lable to the scientific community.

Another multi-agent platform for project manage-
ment was developed by Veras et al. (2015) , which
provides the monitoring and control of the project
work and the integrated changes management. The
approach applies the Aggregate Asset Management
(AAM) and the Critical Path Method (CPM) (PMI,
2013) to provide a consistent view of project pro-
gress, and assist the project manager in decision ma-
king. The agents are able to detect deviations during
the execution of project’s activities and suggest cor-
rective actions to reduce the negative impact of devi-
ations. The approach does not provide support for all
the project management processes (PMI, 2013) (SEI,
2010) and is not available for the scientific commu-
nity.

Focusing specifically on risk management, Shah
(2004) suggests the association of qualitative and
quantitative approaches to identify risks in complex
systems. Based on the combination of different theo-
retical frameworks for risk management and the (Pro-
babilistic Risk Assessment Model - PRA) evaluation
model, the approach is able to identify and quantify
risk factors in complex systems. In addition, the ap-
proach supports only three risk management proces-
ses (Identification, Qualitative and Quantitative Ana-
lysis) and bases on prioritizing risks to allocate re-
sources, aiming at reducing costs and mitigating risks.
The approach lacks the implementation of an automa-
ted tool as a proof of concept.

Rafael et al. (2005) also present another method
for risk management in projects utilizing a Risk Bre-
akdown Matrix - RBM, comprised of the Work Break-
down Structure - WBS and the Risk Breakdown Struc-
ture - RBS. This strategy is useful for associating risks
with the activities of a project. While the WBS defi-
nes the activities and packages of work in the project,
RBS identifies possible sources of risk, enabling the
approach to perform a more robust analysis than the
simple Probability and Impact Matrix. The approach
includes three risk management processes (Identifi-
cation, Qualitative and Quantitative Analysis), but it
does not offer any automated support tools.
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Intended as a support to all risk management pro-
cesses (PMI, 2013)(SEI, 2010), the semi-automated
tool proposed by Knob et al. (2006), RiskFree, aims
to help software development project teams to colla-
boratively manage risks in their projects. Due to the
fact that processes can be executed by various techni-
ques, the tool RiskFree is designed to allow organi-
zations to develop components that meet their own
needs. In such approach, the only process that is truly
semi-automated is the Qualitative Analysis performed
through the Probability and Impact Matrix technique,
denoting that the manager or person in charge is re-
sponsible for the manual execution of the other pro-
cesses.

In a technical report, Rad (2013) describes the
GOES-R Series RM, a decision-making tool used to
ensure safety and functionality of the Geostationary
Operational Environmental Satellite - GOES system.
The GOES-R Series RM has the risks in a Risk Dis-
tribution Matrix — a more robust version of the Pro-
bability and Impact Matrix — and positions them ac-
cordingly with the value of their risk exposure (RE).
When some significant change occurs in the project,
the affected risks are updated and repositioned in the
matrix. The tool provides reports, suggestions for mi-
tigation actions and supports all risk management pro-
cesses (PMI, 2013) (SEI, 2010). Although this tool is
developed privately for a specific domain, the theo-
retical approach of this work can be adapted to other
application domains.

The use of project metrics can also be observed as
a technique for supporting risk management proces-
ses. Fontoura et al. (2004) proposed an approach for
risk prevention based on the customization of the or-
ganization’s software process. The approach is orien-
ted as defined metrics from the Goal/Question/Metric
paradigm, and supports the Identification, Qualitative
Analysis, Response Planning, and Risk Control pro-
cesses. Considering the previously cited works, the
approach also uses the Probability and Impact Matrix
technique in its most simplistic version to calculate
the effect of a risk. In an extended version of this
work, Fontoura and Price (2008) presented a tool that
implements such an approach, but the tool is not avai-
lable online.

The use of agents in the context of software ma-
nagement projects, in particular, is a relatively new
field of research, and as such the literature is not wi-
dely available. Based on the analysis of the works,
RBS and the Impact and Probability Matrix are struc-
tures commonly used in the detection and evaluation
of risks. This is justified by the fact that RBS pro-
vides the visualization of complex projects and sys-
tems in smaller segments; and the Probability and Im-

pact Matrix is a simple, quick, and inexpensive way
to obtain the critical level of each risk. However, both
techniques are static strategies, applied at specific ti-
mes of the project. Another observation is the simpli-
city and the limitation of the mathematical formula-
tions that calculate the risk exposure (ER), which ex-
clude project or organization factors contributing to
the criticality of the risks. Finally, parameters that
confirm the obtained results are lacking in the majo-
rity of works, since many of them do not contain an
automated support tool. In the next section, a pro-
active approach to risk management in software pro-
jects will be discussed in detail.

4 PROPOSED APPROACH

Aiming to assist software project managers with the
Risk Management Process (RM) as suggested by the
PMI (2013) and SEI (2010), we propose the develop-
ment of an intelligent agent to treat risks (ARis) in an
integrated way with diverse aspects of the project such
as scope, schedule, cost, and changes management.
To perform a robust analysis of the project’s risks, the
mathematical formulation developed in our approach
takes into account these parameters: (i) the impact of
each risk for the various project aspects (cost, sche-
dule, scope and others); (ii) requested changes in the
project; and (iii) the amount of available contingency
reserve.

The proposed approach is divided into four macro-
process — Risk Analysis, Simulation Environment,
Updating Environment and Monitoring Project Me-
trics — which are performed by the risk agent accor-
ding to the current state of the project environment.
Figure 2 shows the execution flow diagram of these
processes implemented by the risk agent ARis in the
approach.

At the onset of the project, the properly identi-
fied and documented risks as explained in Section 2
are incorporated into the internal state of ARis. Once
the existence of risk factors jeopardizing the project
is detected, the agent executes the process Risk Ana-
lysis, which consists of calculating the priority of each
risk factor and updating its internal state. The occur-
rence of changes must be predicted during a project,
but only formally approved change requests can be
incorporated into the project’s baseline (PMI, 2013).
To be approved, a change request needs to be evalu-
ated because it might result in one or more modifi-
cations in the project attributes. In this scenario, ac-
cording to the approach proposed here, whenever the
agent ARis is notified of any change request, it per-
forms the Simulation Environment process to simulate
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Figure 2: The flow diagram of the macro-processes performed by the ARis agent.

Figure 3: Macro-processes in-depth.

the new state of the environment from the application
of the change. If the change is approved by the ma-
nager, then ARis executes the Updating Environment
process to update the information about the project’s
risks in its internal state.

Due to the interactive nature of project manage-
ment, the macro-process proposed in this approach
overlap and interact in different ways. The union
of all these processes reflect the Risk Management
process proposed in the literature that can be seen in
Section 2. More details about each macro-process and
their mathematical modeling are discussed in the fol-
lowing sections.

4.1 Approach Processes

4.1.1 Risk Analysis

The qualitative risk analysis process explained in
Section 2 is executed in this approach through the
Risk Analysis illustrated in Figure 3. Let LR =
{r1,r2,r3, ...,rN} be the set of N risks that endanger
a project P and let CI = {c1,c2,c3, ...,cM} be the set
of M attributes of the project affected by risks. Con-

sidering that each ri ∈ LR is able to simultaneously
affect more than one attribute c j ∈ CI, each risk ri
therefore has probability and impact values associa-
ted with each attribute c j, respectively Pi, j and Ii, j.
Thus the estimated risk exposure RE for each risk ri
is given by Equation 1:

REri =
M

∑
j=1

Pi, j ∗ Ii, j, (1)

where REri = total risk effect i; Pi, j = risk probability
i in an attribute j ∈ CI and Ii, j = risk impact i in an
attribute j ∈CI.

The impact of each risk is measured from a scale
of 1-5, where 1 is very low and 5 is very high. The
probability is defined in percentage values from 0%
to 100%, representing the occurrence chances of the
project events. An example of the application of
Equation 1 for a set of risks LR is given by Table 1.
In this example, the set CI is composed of the attri-
butes Cost, Time, and Scope. The stored values in
these columns of the table represent the risk impact
in the attributes of the project. The columns labeled
PC, PT and PE store the probability values of the risk
in the same attributes of cost, time, and scope — in
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other words, the probability of a risk affects the attri-
butes of the project. The row labeled TOTAL RE BY
AREA store the total value of risk exposures by area
of the project. The arrangement and analysis of the
risks in this approach uses a Risk Breakdown Struc-
ture combined with a Probability and Impact Matrix
throughout the project life cycle.

Considering the number base values in Table 1,
some of the conclusions derived are: (i) identify what
project areas/attributes are most vulnerable to risks (in
this case it is Time with 5.2 total risk exposure); (ii)
identify the most important risk, i.e. the highest RE
value (in this case it is R3); (iii) identify the most sig-
nificant relationships (in the example, the relation be-
tween Cost and Incorporation of a new technology).

4.1.2 Simulation and Updating the Environment

According to PMI (2013) , a contingency reserve
should be designated for both known and unknown
risks, which can not be managed proactively. In the
RM, project contingency reserves are used to respond
to risks or to apply mitigation actions, possibly lea-
ding to changes in the project. The current appro-
ach uses the contingency reserve of time and cost
both for the treatment of risks and possible changes
in the project baseline requested by stakeholders. The
amount of contingency reserve should be defined by
the manager considering the size of the project, con-
tract terms and the profile of the organization of the
clients or investors. In this approach, the time and
cost reserves of a project P are determined by:

RCC = x%∗CP, (2a)

RCT = y%∗T P, (2b)

where RCC = Reserve of the Cost Contingency; CP =
Total Cost of the Project; RCT = Reserve of the Time
Contingency; T P = Total Time of the Project; and
x/y = Percentage established for reserves.

In Figure 3, the Simulation Environment process
measures the evolution of the risks based on the usage
of the contingency reserve. Since a decrease in this
reserve implies a reduction in the resources needed
to apply changes or handle threats, the use of contin-
gency reserves for change requests has a direct im-
pact on the progress of the project’s risks. In other
words, the smaller the amount of available reserves,
the more critical the treatment of risks is. For this re-
ason, the strategy of simulating change impacts in the
project environment, before they are approved, assists
the manager in his/her decision making and provides
clear and concise visualization of risk progress; hence
saving time and money, and simplifying the project

execution of risk management processes in the orga-
nization.

The Simulation Environment process is executed
every time that a change is solicited in an activity of
the project. Let A = {a1,a2,a3, ...,an} be the set of
N activities of the project P, an activity ai ∈ A is re-
presented by a tuple (id, title, estimatedTime, actu-
alTime, estimatedCost, actualCost, estimatedScope,
actualScope). Thus a change in any activity ai ∈ A
can affect its estimatedTime, estimatedCost, estima-
tedScope. In this approach, the variation in cost (VCi)
and time (V Ti) are defined by Equations 3a and 3b.
Regarding variation in scope or any other attributes
of the project, they are all mapped to cost and time
variations.

VCi = ACi−ECi, (3a)

V Ti = ATi−ETi, (3b)

where VCi = Variation of cost in activity i; ACi = Ac-
tual cost of activity i; ECi = Estimated cost of activity
i; V Ti = Variation of time in activity i; ATi = Actual
time of activity i; and ETi = Estimated time of activity
i.

As stated earlier, the act of changing the project
baseline may require the use of contingency reserves
of time or cost. It is important to emphasize that the
time reserves are only used for time changes in acti-
vities of the critical path in the project, hence these
are able to impact the total duration of the project.
The calculation of the amount of contingency reser-
ves used for variations in the project P, at the same
instant t, is given by:

URCC =
∑

k
i=1 VCi

RCC
, (4a)

URCT =
∑

k
i=1 V Ti

RCT
, (4b)

where k = number of change requests at an instant t;
URCC = Use of cost contingency reserve; URCT =
Use of time contingency reserve.

Due to the direct impact on the progress of the pro-
ject’s risks, the amount of available contingency re-
serve increases or decreases the progress of the risks
proportionally. Consequently, updating the progress
of the affected risks requires updating their probabi-
lity values. In this approach, the updating of the risk
probability, i.e. the chance of affecting the attributes
(time or cost) of the project is given by:

PC′i =

{
URCC ∗ (1−PCi)+PCi, if URCC > 0
URCC ∗PCi +PCi, otherwise.

(5a)
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Table 1: Risk Exposure Matrix of Equation 1.

Cost Time Scope PC PT PE RE Classification

R1. Definition of Scope IE = 4 - - 30% 1.2 5

R2. Misunderstanding of the requisites IT = 5 - 50% - 2.5 3

R3. Incorporation of a new technology IC = 5 70% - - 3.5 1

R4. Unrealistic schedule IT = 3 IE = 1 - 90% 40% 3.1 2

R5. Unrealistic budget IC = 4 IE = 1 30% - 50% 1.7 4

TOTAL RE BY AREA 4.7 5.2 2.1

PT ′i =

{
URCT ∗ (1−PTi)+PTi, if URCC > 0
URCT ∗PTi +PTi, otherwise.

(5b)

PC′i and PT ′i are new probabilities of risk i affecting
the cost and time of the projects, respectively. PCi and
PTi are the initial probabilities of risk i affecting the
the cost and time, respectively.

After updating the probabilities of the affected
risks in the Simulation Environment, the agent recal-
culates the RE value of the same risks to close the si-
mulation scenario and send a set of messages to the
change requestor. The requestor, in turn, can ana-
lyze the scenario information and decide whether or
not to approve the change in the project. After the
Simulation Environment, the ARis agent verifies for
approved changes to initiate the Updating Environ-
ment process shown in Figure 3. The environment
update consists of changing the project environment
variables by applying what was shown in the simula-
tion scenario, as well as updating the internal state of
the ARis agent. The process of controlling risks (see
Section 2) is executed in this approach by the combi-
nation of the Simulation Environment, Updating En-
vironment and Monitoring Project Metrics processes.

4.1.3 Monitoring Project Metrics

Soon after the processes of simulation or updating
the environment, a set of defined metrics using the
Goal/Question/Metric paradigm (extracted and adap-
ted from the work of (Fontoura et al., 2004)) is calcu-
lated by the ARis agent in order to identify new risks
or sources of risks. ARis’ decision-making subsystem
computes the metrics and information for its internal
state, while considering a set of condition-action rules
and metric thresholds. Such actions include alert mes-
sages to the manager, prediction of new risks, sug-
gestions or preventive/corrective actions that should
be applied to the project, etc. In this approach, me-
trics are used for both triggering condition-action ru-
les and assisting the manager to project the probabi-
lity of risks in future projects. The flow is illustrated
in Figure 3 and one example of the metric used by the
ARis agent is shown in Table 2.

Table 2: GQM metric example.

Goal 1 To evaluate the ability of workers on a team based on
the perspective of the project manager

Question 1 What percentage of qualified workers perform their
role on a team?

Metric 1.1 Percentage of qualified workers PQW = (number of
qualified workers / number of workers on team) * 100

5 THE ARis AGENT AND THE
MULTI-AGENT PLATFORM

The implementation of the approach comes from the
development and integration of the ARis agent into
the MAS proposed by (Veras et al., 2015). Originally,
the platform includes three agents (AMon, ACon and
AMud) that provides the monitoring and control of
the project work and the integrated changes manage-
ment through environment simulations of the project.
Figure 4 illustrates the interactions between the agents
and the components of the platform. During the exe-
cution, ARis perceives the evolution of the project en-
vironment and exchanges messages with the AMud
agent, supervising the progress of the risks in the en-
vironment. In the referred illustration, the arrows in-
dicate what actions the agents perform and what in-
formation the components send and receive.

AMon is a model-based reflex agent (Russell and
Norvig, 2013) responsible for monitoring the “Project
Environment” with the goal of verifying differences
between the current and planned project performance.
This agent incorporates a set of condition-action rules
based on the theory of AAM to verify, in real time,
the progress of the project in relation to the cost and
schedule. According to the obtained indicators, this
agent is able to detect deviations and send alerts to
the manager.

ACon is a model-based reflex agent (Russell and
Norvig, 2013) in charge of the integrated control pro-
cess proposed by (PMI, 2013) and obtains the in-
formation from AMon. ACon consists of a set of
condition-action rules that allows it to suggest pre-
ventive/corrective actions to the manager in order to
reduce detected deviations. When the suggested acti-
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Figure 4: ARis and the multi-agent platform.

ons are taken, this agent generates new estimations
based on the compensations of cost or time, and be-
gins to monitor and control the project activities with
the new incoming information from the new consoli-
dated plan.

AMud is a simple-reflex agent (Russell and Nor-
vig, 2013) responsible for monitoring and controlling
change requests registered in the “Change Request
Environment”. Through the SUT (Severity, Urgency
and Trend) Matrix, AMud calculates the priority of
the change requests. The severity of a change repre-
sents the impact in cost (IC) and time (IT) of the pro-
ject. The urgency (U) represents the available time to
insert the change in the project. Thus, the priority (P)
of a change is given by the equation P = ICxITxU.

ARis, the new agent, is a model-based reflex
agent (Russell and Norvig, 2013) responsible for the
risk management of the project and acts based on
the information obtained by its perceptions of the
“Project Environment” and a set of condition-action
rules. Moreover, ARis exchanges messages with
AMud, calculates projects metrics, and performs the
macro-processes of the proposed approach described
in Section 4.1. This agent aims at contributing to
the comprehensiveness of the multi-agent platform,
by providing a robust analysis of the change requests
managed by AMud and assisting the project manager
in decision-making.

The multi-agent platform proposed by (Veras
et al., 2015) uses the JaCa Programming Model 1

where Jason is adopted as the programming language
to implement and execute agents that work and coope-

1http://jacamo.sourceforge.net/?page_id=40

rate inside common environments; and CArtAgo, as
the framework to program and execute these environ-
ments. As a result, in the JaCa model, the agents
are programmed on one side, encapsulating the tasks
logic control that must be executed; and on the ot-
her side, the environment, providing a first-class ab-
straction to the actions and functionalities exploited
by the agents. As seen in Figure 4, each agent has
access to at least one environment to use or observe
its resources.

6 FINDINGS

Aiming at performing a feasibility study of the propo-
sed approach, we developed the risk agent ARis fully
implemented with all the macro-processes except the
Updating Environment. To run the experiments, six
fictitious project scenarios were created. The scena-
rio explored in this section is comprised of nine acti-
vities (A-I), totaling 160 time units until completion
and a total budget of 7000 money units. Due to space
restrictions, the details about the project’s activities
(pre-requisite, cost, duration and others) were omit-
ted. The list of risks threatening this project can be
seen in Table 1. The project manager had established
48% and 30% for cost and time contingency reserves
respectively, translating to 3360 extra cost units and
48 extra time units. The manager is represented by
another agent [manager] and through the execution
of this scenario various events happen, such as time
and cost change requests and the emergence of new
risks in the project.

Initially, when the scenario is loaded in the MAS,
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all the agents observe the "Project Environment" to
obtain partial information about their world — in this
case, the running project (see Figure 5) — and af-
terwards all agents start their respective tasks at the
same time. ARis perceives the existence of five risks
(originally registered by the manager) threatening the
project, and it initiates the process Risk Analysis con-
tinuously until it receives a notification of a change
request or observes a metric reaching a certain thres-
hold. At the instant 40, ARis receives a notification
of a change request made by the manager for activity
I, requiring an increase of 11.9% in cost and 11.8%
in time. Upon being notified, ARis begins execu-
ting the macro-process Simulation Environment and
sends messages to the manager. The set of informa-
tion shown in Figure 6 represents the project’s future
state based on the application of the change such as:
(i) variation in the cost and/or time of activity I, (ii)
the new cost and/or new time of activity I, (iii) the
available amount of contingency reserves, and (iv) the
list of affected risks including the new probabilities
and RE values.

Figure 5: ARis executes the macro-process Risk Analysis.

Following the execution of the macro-process Si-
mulation Environment before the completion of the
project, ARis initiates the macro-process Monitoring
Project Metrics as shown in Figure 7. The metrics
calculated by ARis in the current version of the MAS
are show in Table 3. Each one of these metrics has
its acceptance interval. Let B = {m1,m2,m3, ...,mn}
be the set of N metrics of the project P. The accep-
tance interval of each metric is given by [a,b] = {mi ∈
R |a≤ mi ≤ b}, in which a and b are values between
0 and 1, previously defined by the project manager.
The relation between metrics and risks is given by 6a:

mi =


no risk detected, if mi > b
a new risk detected, if a≤ mi ≤ b
risk occurred, if mi < a

(6a)

Our fictitious scenario simulates a lack of qua-
lified workers, representing a new risk in the pro-

Table 3: Metrics for the approach.

Percentage of Cost Changes:
m1 = 1 - (NumberOfCostChanges / TotalNumberOfChanges)

Percentage of Available Cost Reserve:
m2 = CurrentCostReserve / TotalCostReserve

Percentage of Time Changes:
m3 = 1 - (NumberOfTimeChanges / TotalNumberOfChanges)

Percentage of Available Time Reserve:
m4 = CurrentTimeReserve / TotalTimeReserve

Percentage of Scope Changes:
m5 = 1 - (NumberOfScopeChanges / TotalNumberOfChanges)

Percentage of Qualified Workers:
m6 = NumberOfQualifiedWorkers / TotalNumberOfWorkers

ject. By qualified workers we refer to team members
who have the required skills for the project. Mean-
while at instant 40, ARis detects a ≤ m6 ≤ b lea-
ding to the identification of this risk shown in Figure
7. ARis sends warnings to the manager and sugge-
sts corrective actions to reduce the probability of the
negative event. Afterwards at instant 41, the routine
Risk Analysis is re-executed and the new risk is inclu-
ded in the process; now the project’s risk list contains
6 instead of 5 elements. During the remainder of the
scenario execution, more changes will be requested,
the agents will continue to trade information and exe-
cute their roles, as well as the macro-processes of this
approach.

Based on our findings by executing fictitious sce-
narios, we conclude that ARis provides an anticipated
and efficient view of the project’s future state that aids
the project manager into his/her decision making pro-
cess; moreover, the metrics are effective support for
predicting new risks at no extra cost. Based on these
results, we have confirmed our hypothesis that agent
technology contributes to automated project manage-
ment, mainly in proactive risk and change manage-
ment. In conclusion, we claim that agent-oriented ap-
proaches are promising solutions that support the risk
management processes regardless of the application
context. To improve our findings, the macro-process
Updating Environment will be included in the release
of the next version of this tool, which will be accessi-
ble online for the scientific community.

7 CONCLUSIONS AND FUTURE
WORK

In this paper, we present a proactive and automated
approach based on agent technology to assist the soft-
ware project manager in the execution of the Risk Ma-
nagement processes, as well as the decision-making
throughout the project life cycle (SEI, 2010) (PMI,
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Figure 6: ARis executes the macro-process Simulation En-
vironment.

Figure 7: ARis executes the macro-process Monitoring Pro-
ject Metrics.

2013). The approach provides support in identifica-
tion, analysis, planning of responses and controlling
of risks in an integrated and sensitive manner that re-
sponds to changes in the project environment. The
proposed approach is based on simulations of the pro-
ject environment, and its processes are triggered by
change requests and metrics, revealing the progress of
the project’s risks. The approach incorporates a rich
mathematical formulation that considers the usage of
contingency reserve of the project to calculate proba-
bility and risk exposure.

As a result, the agent-oriented approach has pro-
ven to be a promising solution for supporting risk ma-
nagement regardless of the application context. Mo-
reover, the approach provides evidence to monitor the
risks throughout the project life cycle at no cost for
the organization, and intends to improve and control
the project risk indices. The MAS proposed by Veras
et al. (2015) has been extended with the integration of
the ARis agent, but it is currently still being develo-
ped for the completeness of the macro-process Upda-
ting Environment. Aiming at predicting a wider risk

spectrum, a more in-depth group of metrics will be
included in the release of the next version.
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