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Abstract: The objective of this study is to achieve real-time identification and analysis of Indian twins using the random 

forest algorithm, while also comparing its performance with the Convolutional Neural Network (CNN) 

algorithm in terms of accuracy. Materials and Methods: For the purpose of face recognition of twins with face 

and ID recognition, the random forest algorithm is chosen over the Convolutional Neural Network (CNN). 

The study involves two groups, namely Group 1 and Group 2, with an overall sample size of 1430 and 20 

sample iterations for each group. Results and Discussion: The comparison and classification of real-time 

Indian twins are conducted using the Random Forest algorithm and the performance is measured using the 

CNN algorithm. The achieved accuracy rates are 52.3965% for Random Forest and 64.305% for CNN. By 

comparing the accuracy of both algorithms, independent sample tests reveal a statistically significant 

difference with a p-value of 0.001 (p<0.05), confirming the significance of the hypothesis through an 

independent sample t-test. Conclusion: This study evaluated the effectiveness of two image processing 

algorithms, namely Random Forest and CNN. The results indicate that Random Forest achieves an accuracy 

of 52.3965%, outperforming CNN which achieved an accuracy of 64.3050%. This suggests that for 

identification using ID recognition, Random Forest provides superior performance compared to CNN.

1 INTRODUCTION 

There are diverse applications for this intriguing 

challenge, including social media photo tagging, 

activity tracking, crime detection, and more. It poses 

a intricate visual challenge (FGVC) due to the minute 

inter-class variances of the twin objects. Owing to 

their remarkable accuracy, they are frequently 

employed (Chandana.S, Harini, and Senthil 2022). 

The utilization of object detectors like Yolo3, Faster-

RCNN, SSD, and ResNet-101, alongside pretrained 

base networks such as VGGNet, ResNet-101, 

Inception with ResNet, and Retina Net, has shown 

promising outcomes. Nevertheless, the accuracy of 

all these models diminishes when objects with 

exceedingly slight differences need to be recognized. 

CNNs acquire significant low-level features in a 

hierarchical, feed-forward manner, which may lead to 

smoother learning progression (Chandana.S, Harini, 

and Senthil 2022; Lane et al. 2015), impacting the 
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model's adeptness in detecting fine-grained objects. 

The incorporation of features taught at diverse levels 

and scales is essential for this objective. To avert 

overfitting, a substantial dataset is required. We 

devised a solution by employing publicly available 

images of renowned twins Mary-Kate and Ashley 

Olsen, generating an annotated dataset of 120 images 

to address my twin identification challenge (Shoji and 

Zhang 2019). This dataset comprises images of the 

twins standing alongside other individuals, singly or 

together, constituting my dataset's principal 

challenge. To surmount this, I employed a VGGNet 

CNN trained with the ImageNet dataset, and applied 

the Single Shot Detector (SSD) based on the trained 

VGGNet base network. SSD is a rapid one-pass 

detector (B402. et al. 2021) with low computational 

demands suitable for video detection. Despite a 

marginal trade-off in accuracy when objects are very 

small, SSD excels in recognizing them by capturing 

features across diverse scales. This study's primary 
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contributions encompass photographing the "Olsen" 

twins in their natural environment to comprehend 

twin identification complexities and providing an 

effective method for fine-grained item detection in 

scenarios with limited datasets. Detailed exploration 

of current fine-grained object detection research is 

covered in the second part of this article (Gharbi et al. 

2018; Hegde and Manjunatha 2022). The third and 

fourth sections describe the dataset and model, 

respectively, while Section 5 presents the research 

findings. 

In my scenario, there exist exceedingly subtle 

distinctions between the two distinct groups. My twin 

subjects, referred to as "Mary" and "Ashley," 

represent the classes. These classes exhibit extremely 

delicate dissimilarities that render their 

differentiation challenging across all images 

(Mahapatra, S et al. 2016). The novel learning model 

must diligently capture these distinguishing attributes 

to the maximum extent possible. Moreover, it should 

not hastily incorporate irrelevant features, as this 

would obscure the significance of discriminative 

characteristics in the detection process. Employing 

transfer learning in CNN models expedites training 

while augmenting novel learning, particularly when 

the dataset is constrained (Vinod and Padmapriya 

2022). Through pre-training a model on a relevant 

dataset, it can be adapted to a different task using a 

smaller dataset for that purpose. Despite employing 

distinct datasets for the two tasks, the model's weights 

can be adjusted. Employing a slightly different 

approach, I extended this notion to address the twins' 

detection challenge. My dataset encompasses images 

with and without immediately distinguishable core 

attributes. Following the initial update of my pre-

trained model with the non-essential images, only the 

final layer was modified using the critical subset. This 

approach intuitively aligns with CNN learning, 

allowing the utilization of the most distinctive 

attributes within the upper layers (DeVerse and Maus 

2016). 

2 MATERIALS AND METHODS 

The experimentation took place within the Machine 

Learning Laboratory at Saveetha School of 

Engineering, Saveetha Institute of Medical and 

Technological Sciences. Two distinct entities were 

established for the study: Group 1 denoting CNN and 

Group 2 corresponding to Random Forest. 

Employing a G-power of 80%, the system calculates 

the required sample size and defines it as 40 iteration 

samples while accessing the Clincale website (Group 

1 - 20, Group 2 - 20). The setup consists of two 

separate groups, with a cumulative sample size of 

1430. Each of the two groups, Group 1 and Group 2, 

underwent 20 sample iterations. 

The sample preparation process for the renowned 

Random Forest machine learning technique within 

the context of the supervised technology learning 

novel approach has been completed. This approach 

holds potential advantages for machine learning tasks 

encompassing both classification and regression. It is 

rooted in the innovative ensemble learning theory, a 

strategy that integrates multiple classifiers to address 

challenging problems and enhance the overall model 

performance. 

Sample preparation for Group 2, focused on CNN, 

has been completed. CNN, as a classification 

algorithm, accomplishes the task by transforming the 

initial training data into a higher-dimensional space 

through a nonlinear mapping. Within this transformed 

space, Random Forest seeks an optimal hyperplane 

that effectively separates instances of distinct classes. 

The determination of this hyperplane is influenced by 

the cases that closely interact with the division 

between the two classes, known as support vectors. 

The effectiveness of the Random Forest classifier is 

significantly influenced by the chosen kernel function 

and its associated parameters.  

The most favorable outcomes are often achieved 

by employing a Puk kernel along with a kernel 

parameter value of C = 1. 

The development of the face recognition 

identification system was carried out using Jupyter 

Notebook on a Windows 11 operating system. The 

system's implementation involves two distinct 

groups: Random Forest and CNN methods. These 

algorithms are integrated into a novel dataset, which 

is then subjected to training and testing processes to 

enhance accuracy. The sample dataset consists of 40 

instances. During the model training, various loss 

functions were employed. To better align with the 

correct labels, the initial cross-entropy loss was 

adjusted to focal loss, as inspired by the SSD study 

investigation.  

The cross-entropy loss balances the weights of 

both positive and negative instances, but it doesn't 

differentiate between simple and complex cases. In 

contrast, focal loss reshapes the cross-entropy loss by 

reducing the weight applied to well-classified or 

simple data. The focal loss function is explained for 

classification, with "alpha" representing the 

balancing parameter and "gamma" representing the 

focusing parameter. 
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3 RANDOM FOREST 

The widely recognized Random Forest is a machine 

learning algorithm that employs an innovative 

ensemble learning technique for prediction purposes. 

It can be employed in supervised learning scenarios 

for both classification and regression tasks. The 

algorithm's functionality involves training numerous 

individual classifiers, referred to as decision trees, 

and subsequently amalgamating their predictions to 

formulate a final prediction. This approach proves 

efficacious in enhancing the model's performance and 

addressing intricate challenges. 
 

Algorithm for random forest 

Step1:from sklearn.datasets import 

fetch_olivetti_faces 
 

Step2: from sklearn.model_selection import 

train_test_split 
 

Step3: from sklearn.metrics import 

accuracy_score 
 

Step4: from sklearn.ensemble import 

RandomForestClassifier 

Step5:X-

data.reshape((data.shape[0],data.shape[1]*data.shap

e[2])) 
 

Step6:X_train, X_test, y_train, 

y_test=train_testsplit(X,target, test_size=0.3, 

stratify=target, random_state=0) 
 

Step7:clf = RandomForestClassifier() 
 

Step8:clf.fit(X train pca, y train) 
 

Step9:y pred-clf.predict(X_test_pca) 
 

Step10: print(accuracy_score(y_pred,y_test)* 

100) 

3.1 Convolutional Neural Network 
(CNN) 

Convolutional Neural Networks (CNNs), often 

known as convnets or CNNs, constitute a crucial facet 

of machine learning. They represent a subset of 

artificial neural network architectures that find 

application in diverse and pioneering objectives and 

datasets. Specifically tailored for deep learning 

algorithms, CNNs serve as a network architecture 

designed for image recognition and the processing of 

pixel data. 

4 STATISTICAL ANALYSIS 

The investigation was conducted using IBM SPSS 

version 21. The research independent factors 

encompassed the project, V name, and year end. 

Meanwhile, the research dependent variables 

involved face and face ID. Iterations with a limit of 

15 instances were executed for both the proposed and 

existing methods. The anticipated accuracy for each 

innovative iteration was recorded for accuracy 

analysis. Subsequently, the results of these iterations 

were subjected to an Independent Sample T-test. A p-

value of p=0.350 (p<0.05) indicated that there was no 

discernible disparity in the accuracy of the algorithms 

("Real-Time Modeling of Albedo Pressure on 

Spacecraft and Applications for Improving 

Trajectory Est." 2023). 

5 DATASET 

A dataset of widely available photos featuring the 

Olsen twins was meticulously assembled. Employing 

a PythonScript, images were scraped from Google 

Images, subsequently annotated using the Labeling 

tool. In total, 120 photos were amassed, out of which 

50 were allocated for testing purposes, and 800 were 

designated for training and validation. The classes 

were denoted as "mary" and "ashley." Annotating the 

images presented a challenge due to the fact that 

numerous photographs lacked clear facial distinctions 

between the twins. 

6 RESULTS 

Table 1 clearly indicates that Random Forest 

outperformed CNN significantly in the context of 

identification using face and ID recognition. The 

precision and performance of Random Forest 

surpassed those of CNN, signifying its superiority for 

this specific dataset and task- 

Table 2 presents the efficacy of CNN and Random 

Forest on a face and ID recognition dataset. The 

outcomes demonstrate that Random Forest achieved 

a mean accuracy of 52.3965, accompanied by a 

standard deviation of 1.49933 and a standard error 

mean of 0.33526. In contrast, CNN exhibited a mean 

accuracy of 64.3050, with a standard deviation of 

1.34707 and a standard error mean of 0.30121. 
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Table 1: Comparison between Random Forest and CNN with N=20 iteration samples of the dataset with the highest accuracy 

72% and 66% respectively in the sample (when N=1) using the dataset size=7476 and the 66.45% of training & 62.30% of 

testing data. 

Sample (N) Dataset Size / rows 
Random Forest 

accuracy in % 

CNN 

 accuracy in % 

1 7182 72.15 66.66 

2 7123 72.10 66.45 

3 6987 72.05 66.10 

4 6900 71.98 65.89 

5 5087 71.87 65.50 

6 5012 71.77 65.28 

7 4987 71.56 65.18 

8 4565 71.45 64.50 

9 4444 71.18 64.38 

10 4321 70.67 64.28 

11 4312 70.48 63.96 

12 4300 70.34 63.86 

13 3099 70.28 63.67 

14 3081 70.16 63.54 

15 3097 69.76 63.23 

16 3000 69.46 63.78 

17 2098 68.89 63.78 

18 2012 68.47 62.72 

19 1089 67.66 62.60 

20 1001 66.45 62.30 

Table 2: Statistical result of Random Forest algorithm and CNN algorithm. Mean error value, SD and standard error mean 

for RF and CNN algorithm are obtained for 20 iterations. It is observed that the mean for Random Forest (52.3965%) 

performed better than the CNN (64.305%) algorithm. 

Group Statistic 

ACCURACY  

ALGORITHMS N Mean Std. Deviation Std. Error Mean 

Random Forest 20 52.3965 1.49933 .33526 

CNN 20 64.3050 1.34707 .30121 

 

In Table 3, the results of the significance test 

reveal a substantial distinction in the accuracy of the 

two algorithms. The significance value of less than 

p=0.350 ( p<0.05) underscores the preference for 

CNN over Random Forest for this dataset and task. 

Figure 1 graphically portrays the mean accuracy 

of identification using face and ID recognition for both  

Random Forest and CNN. The depicted results 

underscore that Random Forest attained an accuracy 

of 52.3965%, whereas CNN achieved an accuracy of 

64.3050%. This underlines CNN's better performance 

compared to Random Forest on this dataset and task. 
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Table 3: The independent sample t-test of the significance level Random Forest and CNN algorithms results with significant 

values (p < 0.05). Therefore, both the Random Forest and the CNN algorithms have a significance level less than 0.02 with a 

95 % confidence interval. 

Independent samples test 

Accuracy 

Levene's Test for 

Equality of Variances 

T-test of Equality of Means 95% of the confidence 

interval of the 

Difference 

 

 

 

t 

 

 

 

df 

 

Sig 

(2- 

tailed) 

 

Mean 

Differ-ence 

 

Std Error 

Differen-ce F Sig.   

Equal 

Variance  

Assumed 

.103 .350 13.699 38 0.01 6.17400 .45070 5.28181 7.08639 

Equal 

Variance 

Not 

Assumed 

  13.699 37.572 0.01 6.17400 .45070 5.28127 7.08673 

 

Figure 1: Comparison of precision between the CNN algorithm and RF The mean precision of the CNN algorithm is better 

than the RF, and the standard deviation of the CNN algorithm is highly better than the RF. X-axis: CNN algorithm vs RF 

Algorithm and Y-axis represents Mean Precision values 土2 SD.

7 DISCUSSION 

The aforementioned research study demonstrated that 

Random Forest achieved a higher accuracy of 

52.3965% as compared to CNN's accuracy of 

64.3050%. A statistically significant difference 

between the accuracy of the two algorithms was 

determined through the utilization of independent 

sample t-tests, yielding a p-value of p=0.350 (p<0.05) 

(Nasri and Kargahi 2012). The dataset employed for 

this study was sourced from the open-source platform 

Kaggle and was applied for identification through 

face and ID detection. In the current system, Random 

Forest displayed superior accuracy to CNN, 

achieving 52.3965% accuracy in contrast to CNN's 

64.3050%. For the proposed system, the dataset was 

trained and tested using applications such as SPSS 

and Jupyter Notebook, which were also used for 

forecasting graphs (DeVerse and Maus 2016). 

In the proposed system for fake voter 

identification using face and ID recognition, it is 

anticipated that Random Forest will exhibit higher 

accuracy compared to CNN. The performance of 

various classifiers including Random Forest, KNN,  
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CNN, etc., is evaluated using an independent dataset, 

a task that presents challenges due to limited available 

data (Yadav and Kumar, n.d.; Gao, Xu, and Wang 

2003). Assessing classifier performance is intricate 

when comparing different learning methods, as it 

involves evaluating the error rate, which determines 

the classifier's success in correctly categorizing 

instances (Agarwal et al. 2020). This evaluation is 

achieved by considering the mistakes made by the 

classifier in each instance. To effectively gauge 

classifier performance, independent test data not used 

in the model is employed. If additional data is 

required, it can be partitioned into training and testing 

sets.  

Increasing the volume of training data leads to 

higher classification accuracy and enhances the utility 

of testing data. Nevertheless, a challenge emerges 

when the available data is insufficient. To address 

this, manual separation of training and test data is 

essential (Samek et al. 2019) (Ramkumar, G. et al. 

2021). Insufficient data can also introduce issues. To 

mitigate this, the holdout approach is commonly 

employed, allocating one-third of the data for testing 

and the remaining two-thirds for analysis. Cross-

validation is another effective strategy, necessitating 

a decision on the number of data folds or partitions to 

utilize. In this research, a 10-fold cross-validation 

method was adopted, splitting the data into ten 

segments with equal representation across classes 

(Gunjan and Zurada 2020). This approach involves 

dividing the data into ten equal parts and iteratively 

using 10% for testing and 90% for training. After 

each iteration, one tenth is designated for testing. This 

process allows for estimating the overall error over 

ten iterations (Khanna et al. 2021). 

A notable limitation of the twin study research 

method lies in the potential influence of significant 

gene-environment correlations or interactions. Such 

factors can introduce inaccuracies when attempting to 

segregate liability into distinct genetic and 

environmental components. In the realm of 

technology, a parallel concept to twins emerges 

through the utilization of Indian twin technology. 

This concept, prevalent within the industrial sector, 

involves creating digital replicas of objects or 

processes. To achieve this, sensors are strategically 

positioned to collect real-time data from the physical 

process, which is then fed into AI systems for 

processing. Subsequently, these digital twins offer a 

platform to comprehensively examine and simulate 

the operational mechanics of the object or process, 

facilitating in-depth insights into product behavior 

and performance simulations. 

8 CONCLUSION 

The research study focused on the evaluation of two 

image processing algorithms, Random Forest and 

CNN, for the purpose of identification using face and 

ID recognition. The results revealed that Random 

Forest exhibited a higher accuracy of 52.3965% in 

contrast to CNN's accuracy of 64.3050%. These 

findings signify that Random Forest outperforms 

CNN in the realm of ID recognition-based 

identification. 
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