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Abstract: This study explores the challenge of opaque machine learning models in medicine, focusing on Support Vector
Machines (SVMs) and comparing their performance and interpretability with Multilayer Perceptrons (MLPs).
Using two medical datasets (breast cancer and lymphography) and three encoding methods (ordinal, one-
hot, and dummy), we assessed model accuracy and interpretability through a decision tree surrogate and
SHAP Kernel explainer. Our findings highlight a preference for ordinal encoding for accuracy, while one-
hot encoding excels in interpretability. Surprisingly, dummy encoding effectively balanced the accuracy-
interpretability trade-off.

1 INTRODUCTION

Machine learning (ML) models, particularly black
box models like Support Vector Machines (SVMs),
are increasingly utilized in medical fields to pro-
vide critical insights and serve as adjuncts to human
decision-making (London, 2019) (Idri et al., 2018)
(Benhar et al., 2020) (Hosni et al., 2019) (Zerouaoui
et al., 2020). Despite their superior performance
over more transparent models (Heinrichs and Eick-
hoff, 2020), such as Decision Trees (DTs), their adop-
tion is hindered by a lack of interpretability, a crucial
factor in healthcare where understanding model ra-
tionale is as important as the predictions themselves.
This has, therefore, made research into interpretabil-
ity appealing to the research community (Hakkoum
et al., 2022).

Interpretability techniques are distinguished by
two criteria (Molnar, 2022): 1) whether they explain
the behaviour of the black box model globally or lo-
cally (single instance), and 2) whether they are ag-
nostic or specific to one type of black box model. Our
systematic literature review (SLR) (Hakkoum et al.,
2022) on 179 papers investigating interpretability in
medicine discovered that 95 (53%) and 72 (40%) pa-
pers focused solely on global or local interpretability,
respectively, while 10 papers (6%) proposed and/or
evaluated both global and local interpretability tech-
niques. Moreover, most of the data types that the se-
lected studies worked on were numeric (46%, 111 pa-

pers) and categorical (24%, 59 papers). The categori-
cal features employed were often encoded using ordi-
nal or label categorical encoding (CE), both of which
map the numerical values onto an integer in order to
represent each category. Label CE can disregard any
order a feature might have, such as the degree of ma-
lignancy in a cancer prognosis dataset. This can have
a negative impact on the relevance of the feature and,
therefore, on the performance of the model. It is for
this reason that ordinal CE is often used.

The gap in interpretability, coupled with the sig-
nificant influence of data preprocessing methods like
CE on model performance, underscores the need for
more focused research in this area. Building on our
previous work that investigated Multilayer Percep-
trons (MLPs) (Hakkoum. et al., 2023), this study ex-
tends the exploration to SVMs, aiming to compare the
interpretability and performance of these models in
medical applications, particularly considering the im-
pact of different CE techniques.

This study, therefore, compares two well-known
interpretability techniques: global surrogates us-
ing DT and Shapley Additive exPlanations (SHAP)
(Lundberg and Lee, 2017) when used with an SVM
trained on two categorical medical datasets: breast
cancer (BC) and lymphography (Lymph) (Dua and
Graff, 2017). Moreover, it compares the results to
our previous analysis on MLP (Hakkoum. et al.,
2023). Following the application of three different
CEs, namely ordinal, categorical and dummy, the ML
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models were optimised using the particle swarm op-
timisation algorithm (PSO) to ensure maximum ac-
curacy. The accuracy of the models was first com-
pared using the Wilcoxon test and the Borda count
voting system, after which the CEs were compared
using the SkottKnott (SK) statistical test. Moreover,
the SK test was repeated on the basis of the fidelity
of the interpretability techniques in different settings
in order to discover the best CE in each situation. Fi-
nally, the effects of the CEs on accuracy and fidelity
were compared in order to examine the effect on the
trade-off of accuracy versus interpretability. In this re-
spect, the research questions (RQs) listed below will
be addressed:

• RQ1: What is the impact of the CEs on accuracy?

• RQ2: Which CE is best for global interpretabil-
ity?

• RQ3: What is the best CE considering local inter-
pretability?

• RQ4: Which CE best reduces the trade-off be-
tween accuracy and interpretability?

This paper’s key contributions are: 1) A quan-
titative evaluation of interpretability techniques. 2)
The identification of the effect of CE, along with the
best encoding scheme(s) in terms of accuracy and in-
terpretability, and 3) The determination of whether
a specific CE alleviates the accuracy-interpretability
trade-off.

The remainder of this paper is organised as fol-
lows: Section 2 describes related work while Section
3 describes the datasets, along with the metrics and
statistical tests used to identify the best performing
models. The experimental design used in this empir-

ical evaluation is presented in Section 4. Section 5
presents and discusses the findings, while Section 6
reports conclusions, limitation, and future directions.

2 RELATED WORK

While prior research has extensively explored the ac-
curacy of ML models, the impact of CEs on in-
terpretability remains less examined. Elshawi et
al.’s analysis of various interpretability techniques
(Elshawi et al., 2021), including global surrogates
and SHAP, within a cardio-respiratory fitness dataset
highlights the need for more nuanced handling of cat-
egorical data. The data, as they presented it, contains
categorical features such as gender, race, and reason
for test (pains in chest, shortness of breath...). Unfor-
tunately, no further information regarding how cate-
gorical data were handled was provided. In general,
we believe that ordinal CE is, in most cases, used to
maintain the order that the attribute might have. In
fact, in some of the datasets in the UCI repository
(Dua and Graff, 2017), the categorical variable is al-
ready encoded with ordinal CE.

Similarly, Crone et al. and Potdar et al. have un-
derscored the significant influence of CEs like ordi-
nal, one-hot, and dummy on model accuracy, with
disparities up to 14% observed across different encod-
ing schemes (Crone et al., 2006; Potdar et al., 2017).
These findings underscore the intricate balance be-
tween accuracy and interpretability in ML models,
particularly in SVMs and MLPs, prompting a deeper
investigation into the role of CEs within this context.

Figure 1: Experimental Design.
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Table 1: Performance results.

Data Encoding MLP SVM Borda Winner
Acc F1 AUC Spearman Acc F1 AUC Spearman

BC Ordinal 0.6 0.476 0.398 0.167 0.6 0.153 0.455 -0.067 MLP
One-hot 0.618 0.399 0.404 0.120 0.654 0.095 0.425 0.003 MLP and SVM
Dummy 0.618 0.432 0.440 0.145 0.654 0.095 0.367 0.003 MLP and SVM

Lymph Ordinal 0.758 0.695 0.808 0.497 0.896 0.857 0.555 0.778 SVM
One-hot 0.827 0.782 0.580 0.641 0.827 0.782 0.656 0.641 SVM
Dummy 0.793 0.625 0.699 0.583 0.827 0.782 0.575 0.641 SVM

3 DATASETS AND METRICS

This study utilizes two only online categorical
datasets on the UCI repository: BC and Lymph (Dua
and Graff, 2017). The datasets have different numbers
of attributes (9 and 18 respectively) and a very low
number of instances (286 and 148 respectively). The
BC dataset describes a prognosis task of BC. There-
fore the binary classification refers to the recurrence
or no recurrence of BC. Meanwhile, four classes of
the lymph dataset are available with different numbers
of instances: normal find: 2, metastases: 81, malign
lymph: 61, and fibrosis: 4. The first and last classes
have very few instances: two in normal find and four
in fibrosis. Therefore, the multi-classification in the
lymph dataset was converted to a binary one by re-
moving the classes normal find and fibrosis. There-
fore, for both datasets, we keep our classification task
binary.

Moreover, performance is assessed similarly to
our previous study (Hakkoum. et al., 2023) using
standard metrics such as accuracy, F1-score, Spear-
man, and Area under the ROC (Receiver operating
characteristic) curve (AUC).

Interpretability is examined through the fidelity
metric (which compares the black-box model’s pre-
dictions to the interpretability technique’s predictions
using the usual classification metrics), the depth and
number of leaves in global surrogate models as well
as the Mean squared error (MSE) between SHAP and
the black box certainties for the test sets.

Cross-validation is used to ensure the robustness
of our findings, while the Borda count voting system
(de Borda, 1781) help identify the most effective CE
in optimizing both performance and interpretability.
Moreover, the statistical tests Wilcoxon (for pair com-
parisons) and SK (for multiple comparisons) were
conducted to determine the significance of the differ-
ence between methods based on the aforementioned
metrics.

Wilcoxon was mainly used to check whether the
pair of models compared (MLP and SVM) was sta-
tistically different for one or multiple datasets. The

Table 2: Appearances of SK ranks according to model per-
formance.

Encoding 1st 2nd 3rd
Ordinal 8 4 4
One-hot 7 4 5
Dummy 4 10 2

Wilcoxon test returns a p-value that can be used to
interpret the results of the test. It can be considered
as the probability of observing the performance of the
two models given the base assumption/hypothesis that
they were drawn from a population with the same dis-
tribution. In this study, the threshold is fixed at 5%.
Therefore, the assumption of the methods belonging
to the same distribution was rejected if the p-value
was less than 5%.

4 EXPERIMENT

Our experiment, as depicted in Figure 1, comprises
four primary stages: 1) Model construction and
evaluation including our previous results on MLP
(Hakkoum. et al., 2023); 2) We then delve into the
effects of CEs on model accuracy, examining how
different encoding strategies influence model perfor-
mance; 3) The third stage focuses on interpretability,
exploring how CEs impact both global and local inter-
pretability techniques, evaluated via the fidelity met-
ric; 4) Lastly, we address the trade-off between ac-
curacy and interpretability, analyzing how CEs affect
this balance in SVM and MLPs.

5 RESULTS

This section presents and discusses the findings of
empirical evaluations carried out in this study in order
to answer the RQs. The experiments were performed
on a Lenovo Legion laptop with hexa-core Intel Core
i7-9750H processor with 16GB of RAM.

Initial data preparation involved cleaning and ad-
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Table 3: Results of DT global surrogate.

Dataset Encoding MLP global surrogate SVM global surrogate Borda Winner
Spear. fi-
delity

Depth Leaves Spear. fi-
delity

Depth Leaves

BC Ordinal 0.285 15 67 0.348 14 83 SVM
One-hot 0.524 12 77 0.344 15 75 MLP
Dummy 0.671 18 72 0.375 16 65 SVM

Lymph Ordinal 0.368 6 16 0.454 8 25 MLP
One-hot 0.716 6 17 0.715 6 17 MLP
Dummy 0.629 7 19 0.607 7 17 MLP and SVM

dressing class imbalances in the Lymph dataset by
removing exceptionally small classes and applying
SMOTE to balance the training-validation sets, result-
ing in 159 no-recurrence and 63 recurrence cases for
the BC dataset, and 63 metastases and 50 malignant
cases for the Lymph dataset. The model hyperparam-
eters were optimised using PSO on the basis of ac-
curacy with a 10-fold cross validation using only the
training-validation set.

5.1 RQ1: What Is the Impact of the
CEs on Accuracy?

The concern of this empirical evaluation is the impact
of the CE on interpretability. Nevertheless, it starts
by investigating the impact of the CE on accuracy in
order to study the similarities of the effect of differ-
ent CEs on accuracy and interpretability, which can
explain changes in the trade-off.

Table 1 shows the performances of SVM along
with MLP from our previous study (Hakkoum. et al.,
2023). The Wilcoxon test was performed on the ac-
curacy of both models with the three CEs for: 1) each
dataset, and 2) both datasets. In order to further assess
the differences between the models (MLP vs. SVM)
the Borda count voting system was carried out to dis-
cover whether one model was outperforming the other
according to all the metrics.

For each dataset as well as regardless of the
dataset, the Wilcoxon test provided a p value higher
than 5% which validates the hypothesis of same dis-
tribution. Table 1 also shows the Borda winner where
SVM always outperformed MLP on Lymph while
MLP outperformed only once on BC with ordinal CE.
Although the Wilcoxon test showed that the models
are not significantly different, it is possible to con-
sider that, according to the Borda count voting sys-
tem, SVM slightly outperforms MLP.

Investigating the influence of CEs on model ac-
curacy, the SK test was used to evaluate and rank
the performance of ordinal, one-hot, and dummy CEs
first for each dataset, then across both datasets. The
evaluation considered four metrics: Accuracy, F1-

score, AUC, and Spearman correlation. The num-
ber of appearances of each CE in a SK rank (cluster)
was computed by considering the ranks of the CEs
for each metric in Table 1, and these are presented in
Table 2.

The appearances of each CE in a SK rank was
computed by considering each performance metric at
a time in different settings (each dataset/model, both
datasets/models). The ordinal CE generally outper-
formed the others, since it came first 8 times, second
4 times and last 4 times, followed by one-hot then
dummy. Despite these differences, an aggregated SK
analysis across both models and both datasets deemed
all three CEs similarly effective.

5.2 RQ2: Which CE Is Best for Global
Interpretability?

Exploring global interpretability, we assessed the per-
formance of DT surrogates constructed with various
CEs. Despite ordinal encoding’s superior accuracy in
RQ1, this phase evaluated global surrogate efficacy
via Spearman fidelity, tree depth, and leaf count as
shown in Table 3.

Based on Table 3, it appears that there is a higher
performance for the Lymph dataset when compared
to the BC dataset, which was also noticed in the
case of model performance (RQ1). When compar-
ing SVM to the MLP, it is also noted that, according
to the Borda count voting system, MLP slightly out-
performed SVM by 3 wins to 2 with 1 draw. Nev-
ertheless, according to the Wilcoxon test, this differ-
ence was not significant, since it led to very high p-
values (28%, 100%, and 46% on BC, Lymph, and
both datasets, respectively).

The SK clustering statistical test was used to help
rank the three CEs on the basis of global surrogate
metrics. The number of appearances of each CE in
each SK rank was computed according to Spearman
fidelity, depth, and number of leaves, and is sum-
marised in Table 4. The one hot CE generally outper-
formed the others, since it came first 6 times, second 4
times and last twice, followed by dummy and ordinal.
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Despite these differences, an aggregated SK analysis
across both models and both datasets deemed all three
CEs similarly effective.

Table 4: Appearances of SK ranks according to global sur-
rogates.

Encoding 1st 2nd 3rd
Ordinal 4 3 5
One-hot 6 4 2
Dummy 4 5 3

5.3 RQ3: What Is the Best CE
Considering Local Interpretability?

This phase investigated local interpretability using
SHAP Spearman fidelity to discern the most effec-
tive CE in enhancing model interpretability as shown
in Table 5. The results indicated that MLP classi-
fiers, particularly with the Lymph dataset, showcased
commendable performances. However, the Wilcoxon
test’s high p-values, both dataset-specific and overall,
suggested negligible differences in SHAP fidelity be-
tween SVM and MLP models.

Further examination through SK rankings and the
frequency of appearances in these rankings as per
SHAP fidelity underscored one-hot encoding’s supe-
riority, consistently securing top positions as shown in
Table 6. Despite these differences, an aggregated SK
analysis across both models and both datasets deemed
all three CEs similarly effective considering local fi-
delity.

The influence of CEs on both interpretability and
model accuracy was also analysed, exploring if these
aspects are affected similarly by CEs. According to
the SK test on Spearman fidelity, CEs belong to same
cluster, with a nuanced preference for one hot encod-
ing.

The SK clustering of the CEs for global and lo-
cal fidelities is illustrated in Figure 2. All CEs of
global scope appeared to rank better than the local
ones. The one hot and dummy CEs of the global sur-
rogates came first, followed by ordinal. Meanwhile,
the one hot CE from the local scope was placed in
the third cluster, followed by ordinal and dummy in
the last cluster. Nonetheless, regardless of the inter-
pretability scope (global or local), the CEs were as-
signed to the same cluster, with an insignificant pref-
erence for the one hot CE.

5.4 RQ4: Which CE Best Reduces the
Trade-Off Between Accuracy and
Interpretability?

For further comparison, the errors of model and
global surrogate were computed along with the MSE
of SHAP probabilities against model probabilities.
The errors are presented in Table 7 for both models
with both datasets, along with the Borda count vot-
ing system results, while Figure XXX illustrates the
differences between the CEs with the average number
of errors for both datasets. The analysis revealed that
while all CEs produced acceptable interpretability er-
rors (below 0.21), local interpretability errors were
notably lower than global ones, with ordinal CE lead-
ing in local interpretability and dummy CE excelling
globally, particularly for SVMs.

The Borda count voting system’s results further
refined these insights, showing dummy CE’s superi-
ority in balancing the trade-off, as evidenced by its
consistent high rankings. Conversely, despite one-
hot CE’s high interpretability fidelity, it did not se-
cure top ranks in balancing the trade-off according to
Borda count, suggesting that dummy CE might offer
the best compromise between maintaining model ac-
curacy and ensuring interpretability.

6 CONCLUSIONS AND
PERSPECTIVES

Two interpretability techniques (global surrogate and
SHAP) were empirically evaluated in this study. The
primary goal was to identify the influence of CE on
interpretability techniques using two opaque models
(SVM and MLP) trained on two medical categorical
datasets.

In most cases, the quantitative evaluations re-
vealed that SVM outperformed MLP and that ordinal
CE is preferred for better model performance. The
one hot CE appeared to provide better interpretabil-
ity results when using the global surrogate and SHAP.
However, according to SK clustering, global surro-
gate performed slightly better than SHAP when using
the Spearman fidelities of both datasets. Finally, the
three CEs helped the black box models gain a degree
of transparency by reducing the trade-off with the sur-
prising outperformance of the dummy CE when com-
paring accuracy errors.

Ongoing work concerns studying the effect of
continuous attribute encoding on the accuracy and in-
terpretability of ML black box models. In fact, it
might be interesting to analyse the effect of many DP
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Table 5: SHAP fidelity and Wilcoxon tests.

Dataset Encoding MLP Spear. fidelity SVM Spear. fidelity Wilcoxon (p value)

BC Ordinal -0.330 -0.341
0.785

0.141

One-hot -0.146 0.103
Dummy 0.049 -0.200

Lymph Ordinal 0.697 -0.134 0.108One-hot 0.384 0.298
Dummy 0.067 -0.196

Figure 2: SK clustering for CEs considering global/local scopes.

Table 6: Appearances of SK ranks according to SHAP fi-
delity.

Encoding 1st 2nd 3rd
Ordinal 1 1 2
One-hot 2 2 0
Dummy 1 1 2

methods.
This study’s validity is influenced by the use of

only two datasets, potentially limiting the generaliz-
ability of the findings. The performance of the models
on these datasets may not fully capture the challenges
of applying CEs and interpretability techniques to
more complex or diverse medical data. Reproducibil-
ity efforts must consider the variability inherent in
ML models, especially with different hyperparameter
configurations.
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