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Abstract: Reducing unplanned downtime requires monitoring of equipment health. This may not be possible in many
cases as traditional health monitoring systems often rely on the use of historical data and maintenance infor-
mation which is not always available, especially for small and medium-sized enterprises. This paper presents
a practical approach that uses sensor data for real-time equipment health indication. The methodology pro-
posed consists of a set of steps. It starts with feature engineering which may include feature extraction to
transform raw sensor data into a format more suitable for analysis. Anomaly detection follows next, where
various techniques are employed to find any deviations in the engineered features indicating potential equip-
ment deterioration or abrupt failures. Then comes the most important stages equipment health indication and
alert generation. These stages provide timely information about the equipment’s condition and any necessary
interventions. These steps make it possible for such an approach to be effective even when there is little or no
historical data available. The applicability of this approach is validated through a lab-based case study.

1 INTRODUCTION

Monitoring machinery and systems’ health is very
important through the equipment health indication
(EHI). This enables early detection of issues based on
real-time data, even when there are no predictive ca-
pabilities to forecast faults in future. The proposed
approach, therefore, improves safety and reliability
in production operations by reducing time for equip-
ment repair and maintenance expenses. Typical meth-
ods employed for EHI usually requires lots of histori-
cal data, maintenance records, particular sensor types
and expert advice for technical purposes. This can
be a challenge to SMEs that might not have enough
resources or expertise. This paper presents a contem-
porary approach of performing EHI using real-time
data, which does eliminate the need for extensive his-
torical data as well as maintenance details. The pro-
posed methodology is divided into two main stages:
unsupervised feature engineering that involves feature
extraction; then proceeded by unsupervised anomaly
detection. In cases where there’s limited historical
data available (with or without failure data), the en-
tire process of feature engineering which includes fea-

a https://orcid.org/0000-0003-4872-8546

ture extraction can be used. However, without histor-
ical data, the strategy is limited to feature engineering
only with exclusion of the dimensionality reduction
aspect involved in feature extraction. The main con-
tributions of this paper can be summarized as follows:

• The paper discusses how unsupervised learning
techniques can be used to analyze sensor data in
order to identify complex patterns and anomalies
that cannot be easily recognized without prede-
fined labels, benchmarks, or failure data. This
could enable SMEs to adopt early issue detection
approaches thus bettering the maintenance strate-
gies they use.

• A case study demonstrates the efficiency of this
methodology. Specifically, this case study illus-
trates how adaptable the methodology is when tra-
ditional equipment health monitoring techniques
are lacking as a result of which it has potential for
optimizing operational effectiveness.

The rest of this paper is organized as follows: Sec-
tion 2 presents an overview of the research question.
Section 3 reviews relevant literature. Section 4 ex-
plains the adopted methodology. Section 5 provides
the implementation details. Section 6 evaluates the
methodology through a case study and discusses im-
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plications for findings. Lastly, section 7 concludes the
paper and suggests future research directions.

2 RESEARCH PROBLEM

This research is focused on the development of an
EHI system that employs real-time sensor data for
monitoring industrial equipment. To avoid costly
breakdowns and ensure that equipment functions op-
timally, there is a need to come up with effective con-
dition monitoring techniques for detecting anomalies
in the machines’ performance. In most cases, historic
and maintaince data is used by traditional predictive
maintenance systems. Nonetheless, such data may be
limited or absent for many SMEs. Moreover, these
predictive maintenance systems may not capture dy-
namic behavior and complexity of industrial equip-
ment thus leading to false alarms.

This paper therefore introduces an unsupervised
learning approach, which can analyze sensor data
at real-time, extract/create relevant features and spot
anomalies. The suggested approach could be effec-
tive in various situations. It could prove particularly
useful when there is limited data, a lack of histori-
cal data, or even when there are no records of any
failures. It makes this approach particularly useful
for SMEs, who often lack resources and expertise to
implement smart analytics solutions. Hence, the aim
of this approach to achieve optimal equipment per-
formance without depending too much on extensive
historical data or failure incidents.

3 BACKGROUND AND RELATED
WORK

Major progresses have been achieved in real-time
equipment condition monitoring especially with the
integration of unsupervised learning techniques. This
was illustrated in a holistic study adopting such data-
driven techniques as feature extraction, deep learning,
novelty detection and cluster analysis as presented
in the (Eltouny et al., 2023). Furthermore, a thor-
ough study of 71 anomaly detection algorithms for
the time series category on 976 datasets conducted by
(Schmidl et al., 2022) delivered the necessary marks
for technique choice and best practices. Unsuper-
vised methods for detecting concept drift in machine
learning were reviewed together with a taxonomy for
these methods, and their importance in field scenarios
where immediate class labels are not available was
shown by (Gemaque et al., 2020).

In the anomaly detection research context, a liter-
ature review is outlined regarding the trend of unsu-
pervised learning from 2000 to 2020, as presented by
(Nassif et al., 2021). The superiority of Local Out-
lier Factor (LOF) and One-Class Support Vector Ma-
chines (OCSVM), reported by (Qasim et al., 2022),
was one of the main focuses of an unsupervised
anomaly detection algorithms comparison for predic-
tive maintenance in SMEs. A real-time anomaly de-
tection scheme for industrial automation through IoT
and unsupervised learning was proposed by (Gul-
tekin and Aktas, 2023). A novel infrastructure mon-
itoring method using a hybrid semi-supervised ap-
proach combining Convolutional Autoencoder (CAE)
and One-Class Classification (OCC) was described
by (Saeedi and Giusti, 2022). An improved Autoen-
coder based method for unsupervised anomaly detec-
tion was presented by (Cheng et al., 2021).

Regarding the health monitoring, an industrial
machine health prediction system was proposed,
which was based on unsupervised learning and time
series decomposition to compute the health index us-
ing sensor data as described by (de Lima et al., 2021).
An unsupervised learning method based on Convolu-
tional Autoencoder (CAE) for machine health assess-
ment was presented by (Guo et al., 2022). Further, an
unsupervised structural health monitoring approach
that utilizes Autoencoder and Hidden Markov Model
(HMM) was outlined by (Coraca et al., 2023). The
role of data processing and machine learning model
selection were examined in the context of condition
monitoring in industry was revealed by (Surucu et al.,
2023). Machine learning based approach for real-time
monitoring and fault detection in industrial compo-
nents was introduced by (Yang et al., 2019). An Long
Short-Term Memory (LSTM) model for fault detec-
tion and health management of military vehicles was
proposed by (Shukla et al., 2021). A Convolutional
Neural Network (CNN) based model that can estimate
the remaining useful life of machinery was introduced
by (Wen et al., 2023). Moreover, a predictive main-
tenance framework for Industry 4.0 which employs
machine learning for anomaly detection, demonstrat-
ing high recall levels across various scenarios, was in-
troduced by (Morselli et al., 2021).

To expand on the previous research which points
out the importance of advanced analytics in managing
industrial equipment data, this paper demonstrates a
practical data-driven method for SMEs. The use of
this method that combines real-time sensor data and
unsupervised learning techniques, is well placed in
situations where SMEs may have no historical data,
limited historical data, or only operational data with
no fault data available. This approach connects the
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monitoring of equipment health to the improvement
of operational performance, reducing downtime and
maximizing overall efficiency. In addition, it has been
presented in the paper that this proposed method can
be implemented easily as well.

4 METHODOLOGY

The methodology for real-time EHI encompasses sev-
eral steps, each of which is elaborated upon subse-
quently. The process (refer to Fig. 1) commences
with raw sensor data, which is subjected to prepro-
cessing. This is followed by an unsupervised fea-
ture engineering step that generates features from the
cleansed data. As part of this step, there exists an op-
tional process for reducing dimensionality to further
refine these features. The features are then utilized in
unsupervised anomaly detection and to compute the
EHI score. Ultimately, based on the EHI score, alerts
are generated if the scores surpass critical thresholds.

Sensor Data
 

Data 
Preprocessing

Unsupervised Feature 
Engineering

Unsupervised Anomaly 
Detection & EHI Score

Alert
 

or

D´= f clean(D )

(D)

F= f engineer (D
´)

Alert (t)= f alert (EHI (t) ,Θwarning ,Θ critical)

Figure 1: Distinct components of the equipment health in-
dicator (EHI) system. The input for this proposed solution
comprises a dataset containing raw sensor data, typically
in the form of time series, while the outputs include EHI
scores and a variety of alerts.

4.1 Data Preprocessing

The first step is raw sensor data preparation which is
represented by D. This data passes through a clean-
ing function that can be written mathematically as fol-
lows:

D′ = fclean(D) (1)

This equation represents that the cleaned data, D′

results from applying the cleaning function denoted
as fclean to raw sensor data, D. The cleaning func-
tion, fclean, usually involves several steps. There exist
noise reduction approaches used in eliminating distor-
tions caused by additive noise in true signal. Sensor
data may have different measurement scales. Normal-
ization can thus be performed on all data to ensure
uniformity but at the same time maintaining original
differences in value range. Missing values may occur
in the sensor data due to malfunctioning of sensors
or errors while transmitting data. Various methods
are used for missing value handling like imputation
where missing values get replaced with substitutes
values. Furthermore, outliers can distort real under-
lying patterns in the information contained within a
dataset being analyzed for any kind of research pur-
pose. Thus, determination and treatment of such out-
liers are accomplished through various outlier detec-
tion methods for the relevant analysis purposes.

4.2 Unsupervised Feature Engineering

This process transforms the cleaned data, denoted as
D′ into F , a set of features that capture the dynamic
nature of the equipment. This transformation can be
stated mathematically as:

F = fengineer(D′) (2)

Here, fengineer denotes the function of feature en-
gineering that is applied to D′. Feature engineer-
ing is a very important part of this process since it
extracts useful information from sensor data. The
goal is to change preprocessed data such that it be-
comes easier for analysis, thus exposing hidden pat-
terns. One common method used in feature engineer-
ing involves windowing whereby continuous streams
of data are divided into discrete windows for which
features can be extracted after they have been com-
puted and stored as window features. This helps to
capture temporal relationships between various nu-
merical values recorded over time on one hand and
others taken at different intervals on the other hand.
The function for feature engineering can incorporate
multiple methods. Examples include statistical mea-
sures like mean, median among others which sum-
marize the data distribution; frequency domain fea-
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tures can also be created showing periodic compo-
nents within the dataset. The option to use feature en-
gineering or extraction techniques depend on whether
there is enough data. If there is limited historical data,
both methods can be used. Feature engineering will
convert the preprocessed data into a more useful form
while feature extraction will help in identifying which
features are most important for anomaly detection.
Unsupervised learning techniques could help a lot in
this regard, particularly for feature extraction. Such
techniques may include clustering, dimensionality re-
duction strategies such as Principal Component Anal-
ysis (PCA) or autoencoders based approaches among
others. In presence of no historical data at all, feature
engineering might still be used to convert any new in-
coming data in a format, suitable for further analysis.

4.3 Unsupervised Anomaly Detection
and Equipment Health Indication
Score Calculation

The process of unsupervised anomaly detection and
the calculation of an EHI score is the main element of
equipment condition monitoring. This process locates
such data points that do not follow the usual pattern
of behavior by the system, without the need for prior
labels or knowledge. This often occurs in cases where
a sudden failure or degradation of equipment may not
have occurred or been documented previously. The
anomaly score of every data point is computed, in
which case the corresponding input feature xt in the
feature set F is computed as the degree of difference.
Each higher score suggests the point is considered as
more unusual and the probability is less likely to be
equal to the normal.

An array of machine learning models can be used
for this task. Predominantly, each model has its par-
ticular strengths and some scenarios where they can
be utilized effectively. There are cases where histor-
ical data is absent, unsupervised anomaly detection
could be carried out with Isolation Forest, being just
one of the many potential algorithms. This algorithm
aims to detect the unusual nature of abnormal data
rather than common patterns. With this feature in
place, the model is well-equipped to face data with
many complex dimensions and also provide a great
amount of efficiency. In the case when there is lim-
ited historical data which includes both the normal
and the fault data, the Autoencoders, which is a type
of artificial neural network, can be used for anomaly
detection. During the training using a normal and
fault data set, the autoencoder with be able to adopt
some of its weights and filters to learn and reconstruct
the frequencies parts of it and mostly, it will recon-

struct the normal operating conditions with greater
accuracy as compared to the least frequent patterns
that may between faults or anomalies. After training,
reconstruction error is computed that is just the dif-
ference between the input and the output generated
by the algorithm. It is called anomaly score. The
point data that have greater reconstruction errors has
high probability to be anomalous. In cases in which
only a limited amount of historical data is available
and fault data is missing, One-Class Support Vector
Machine (OCSVM) can be utilized. This model will
learn a boundary around the normal data, and any
data point beyond this boundary will be detected as
an anomaly by the model. This makes it a powerful
tool for anomaly detection especially when there is a
small dataset with only good or normal data.

The EHI score at a given time point t is then ob-
tained through the use of the actual scores. This task
can be implemented via two detection methods: an
aggregate or an individual detection method. The
aggregate detection method finds already aggregated
anomaly scores for each data point, represented as:

EHI(t) = fdetect.aggregate(xt ,F) (3)
Conversely, the individual detection method finds

individual anomaly scores for each data point and
then aggregates them, represented as:

EHI(t) = faggregate( fdetect.individual(xt ,F)) (4)
This EHI score is considered to be a health con-

dition of the equipment, and the lower the score, the
greater the chance of a problem.

4.4 Real-Time Alert Generation

The final stage of the process is the generation of real-
time alerts mechanism. These alarms are triggered
based on the EHI scores reaching the corresponding
threshold levels. The predetermined threshold values
are set in advance, denoted by θwarning and θcritical in
order to classify the equipment state as normal state,
warning state and critical state. There is an issuance
of alerts that are based on those standard thresholds.
The alert generation function is represented mathe-
matically as:

Alert(t)=


Normal if EHI(t)≤ θwarning,

Warning if θwarning < EHI(t)≤ θcritical,

Critical if EHI(t)> θcritical.
(5)

In this equation, ‘Normal’ signifies a normal op-
erational state, ‘Warning’ indicates a warning level
alert, and ‘Critical’ denotes a critical level alert. The
function Alert(t) generates an alert at time t based on
the EHI score and the predefined thresholds θwarning
and θcritical.
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5 IMPLEMENTATION

The proposed methodology has been effectively im-
plemented, comprising several stages: data col-
lecting, preprocessing, storing, extracting features,
anomaly detection, alerting system setup and real-
time monitoring dashboard creation. Real-time data
has been continuously collected from the sensors and
transmitted. A light-weight, scalable and efficient
communication protocol (Message Queuing Teleme-
try Transport (MQTT)) is used for data transmission
from the sensors to a central server. After, the sen-
sor data is pre-processed, which is done using the
Python scripts, it is then stored in a highly efficiently
and flexible relational database, PostgreSQL. A data
processing web steaming mechanism has been built
using Node-RED, a effective flow-based development
platform to ease the integration and flow in the data
processing pipeline. Such a script start off by us-
ing Python’s native libraries like NumPy and Pandas
and then exploring for example, Isolation Forest algo-
rithm in Scikit-learn’s collections. Node-RED is ad-
ditionally used as a tool to create the alert system. The
last thing that has been employed is Grafana, which
basically creates dashboards that are interactive in real
time that show sensor data, deviation results and EHI
scores and provide an immediate picture of the condi-
tion of the system.

6 EXPERIMENTAL RESULTS

This section describes the outcomes derived from the
deployment of a real-time monitoring system, specifi-
cally designed to evaluate the performance and health
status of robotic arms (refer to Fig. 2). The analyt-
ics procedure encompasses data pre-processing, engi-
neered features to improve data representation, unsu-
pervised anomaly detection methodologies and alert
generation in real time based on EHI scores.

Figure 2: Robotic arms to run lab experimental assembly
line.

6.1 Data Understanding

Data Understanding is the initial step of this research.
The data used was sensor data from two different op-
erating states of robotic arms: “gradual failure” and
“sudden failure”. The fact that the proposed moni-
toring systems has not encountered this type of data
before is rather noteworthy. It is this states’ data that
is believed to be streamed in a near real-time, which
is one of the key assumptions that depict an opera-
tional environment in which the monitoring system is
deployed without a historical data or failure records
to support it. This case is one of the challenges
that SMEs usually confront. The research method-
ology employed here is developed to evaluate the ef-
ficiency of the proposed system against the scenarios
where the conventional predictive maintenance mod-
els based on the historical data may not be applicable.
This method, thus, reinforces the effectiveness and re-
liability of unsupervised learning approaches. These
techniques can analyze time-series or incoming sen-
sor data to find unusual data patterns and deviations
which indicate equipment health issues at the moment
without the need for pre-processed training data.

Figure 3: Subdivided plot displays each of the six sensors
in the gradual failure scenario separately, with each subplot
dedicated to one sensor.

The datasets are given here with an intention that
they would simulate the type of data that the system
might face in the real-world settings. The gradual
failure dataset (refer to Fig. 3). These variations, par-
ticularly in the vibration, temperature and power con-
sumption sensors after the 700th data point, can serve
as indicators of approaching equipment failure and
must not be neglected. The demonstration of these
gradual alterations intensifies the significance of prior
monitoring to avoid a continuous deterioration. On
the other hand, the sudden failure dataset (refer to
Fig. 4) is a situation where the system must rapidly re-
spond to changes that are a sign of instant equipment
failure. The dataset is comprised of the suddenly in-
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Figure 4: This visualization presents each of the six sensors
for the sudden failure scenario, with each subplot dedicated
to one sensor.

troduced fault, for example, sudden drops in power
consumption and torque in a short span of time and
elevated values for vibration and temperature read-
ings together with the optical quality readings, espe-
cially evident between the 500th and 700th data point.
These datasets, after generating the failures synthet-
ically, will act as a base for validation of the given
technique.

6.2 Data Preparation

The first step of the analysis is the data preparation
phase, carried out on the incoming data. It is a pivotal
part of the real-time operation because it enhances
the data quality due to the fact that data comes in a
steady, real-time stream. It includes the operations
like noise reduction, filling of missing values, removal
of outliers and so on. After the calibration process,
the sensor data was adjusted to a uniform scale using
normalization procedure. Normalization empowers a
comprehensive approach to the processing of sensor
records through data homogenization. In this manner,
data is prepared for the following analytical tasks.

6.3 Feature Engineering

This phase has been perhaps rather crucial in turning
cleaned sensor data into a format that has been more
representative of all the dynamic conditions the mon-
itored equipment has been going through. This paper
use aggregation of the sensor data to determine the
mean value for every operational condition, like grad-
ual failure or sudden failure. On the other hand, other
statistical measures may be employed depending on
the analysis needs. The rolling windowing technique
was used as a tool for effective feature engineering,
and the data was segmented into blocks of 50 obser-
vations each. Inside each window, the average of the

sensor readings were extracted. This step is the key
for defining and modeling all temporal patterns sig-
nifying the abnormal operation or normal functioning
of the equipment. Disclaimer- in this case, feature
extraction was not applied for the lack of historical
data. This unsupervised feature engineering process
formed a solid basis for subsequent anomaly detection
and equipment health assessment, thus demonstrating
its potential use in real-time monitoring.

6.4 Anomaly Detection

The paper implemented Isolation Forest, a kind of un-
supervised anomaly detection algorithm. This model
is very applicable for the cases in which the histori-
cal data is either limited or nonexistent. It operates
by detecting anomalies in high-dimensional datasets,
which usually occur in sensor data for the equipment
health monitoring. These anomalies, efficiently pin-
pointed by the model (refer to Fig. 5), could be an
early warning or alarm suggesting faulty equipment
functions and promptly the corrective actions. The
models’ output associated each observation with a
normal (1) or anomalous (-1) status created the foun-
dation for the development of EHI scores. EHI score
represents a generated number from the results of
anomaly detection and provides a numerical measure
of equipment status. The visualization of EHI scores
over time for both gradual failure and sudden fail-
ure scenarios provided insightful views on equipment
health (refer to Fig. 6). For the case of gradual de-
cline, the EHI scores showed considerable succession
periods of stability were followed by visible health
drops. In the sudden failure case, the scores of EHI
that were stable earlier showed a noticeable drop that
is usually related to the multiple abnormalities occurs
within a short span of time. In general, EHI scores
could be used in early failures identification, therefore
would permit fast response to the potential equipment
problems and minimizing of the downtime.

6.5 Real-Time Alert

This phase permits proactive maintenance interven-
tions and helps to convert the insights obtained from
EHI scores to actions. The paper featured visualiza-
tion techniques that enabled straightforward presen-
tation of equipment’s performance over a given time
period, as shown as condition status: good condition,
gradual failure condition and sudden failure condi-
tion, each indicating an EHI score with corresponding
real-time alerts. Visual indicators, represented by yel-
low and red vertical lines, represent the warning and
critical alert zones, respectively (refer to Fig. 6). The
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Figure 5: These visualizations highlight where the isolation forest algorithm detected anomalies within each dataset based on
the combined mean of all sensor features, distinguished by color: gradual failure in blue and sudden failure in red.

Figure 6: The visualizations display the EHI scores and the corresponding real-time alerts together for each condition, sepa-
rately.

zones defined by predefined threshold levels signal
that immediate action is required. In the case where
everything works as planned, the device is demon-
strated by stable EHI scores, for example, from 200th
to 500th data point. Furthermore, the gradual fail-
ure condition (refer to Fig. 6 - upper) displays fluctu-
ations in the EHI scores, indicating presence of drops
where the scores have slipped into the danger or crit-
ical zones between 700th and 1000th marks. These
alerts are the transitional ones which tell about the
current state so that maintenance activities could be
taken immediately to maintain smooth functioning.
With respect to the sudden failure condition (refer to
Fig. 6 - lower) where EHI scores suddenly drop from
the 500th data point to lower levels, generating criti-
cal alert and suggesting catastrophic failure.

6.6 Discussion

The methodology suggested in this paper viewed the
dynamics of operation and the conditions of equip-
ment for good health also under different operational
circumstances. The transformation of sensor data
into a structured format by applying the feature en-
gineering process was the next step in the process,
and it captured the dynamic states of the equipment.
The anomaly detection algorithms highlighted devia-
tions from standard working patterns, thereby signal-
ing possible equipment health problems. EHI score
assessed the equipment health as a qualitative mea-
sure over time. The combination of EHI and real
time alerts can give a holistic view of the equipment’s
health status. This strategy could provide a rea-
sonable mechanism for maintaining workplace effi-
ciency. Similarly, this real-time alerting system could
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be used as the core of the maintenance team’s work as
the team members can receive notifications about the
possible issues in a timely manner, so it can guarantee
greater efficiency and reduce production delays.

7 CONCLUSIONS AND FUTURE
WORKS

The paper proposes a practical application of real-
time equipment health monitoring. The approach
eliminates the need for extensive historical data and
maintenance records, which provides a considerably
advantageous avenue for the SMEs. The core con-
tributions of the research involve the implementation
of an unsupervised learning system and a real-time
notification system. This framework incorporates un-
supervised learning algorithms, which helps analyze
sensor data and highlight any abnormalities, which is
useful for implementing efficient machine monitoring
system. The real time alert system ensures the equip-
ment reliability and durability and so it leads to the
further improvement of the operation efficiency. It is
worth mentioning that this approach is not only bene-
ficial for SMEs but also simple to implement, making
it a practical solution for real-time equipment health
monitoring.

The future task will be devoted to increasing the
system’s capability to handle various IoT devices.
Different unsupervised learning algorithms shall be
tested to find out those best performing ones for
anomaly detection. Furthermore, a variety of feature
engineering techniques will also be studied in order
to further improve the performance. The adaptability
and scalability of the system through the use of real
data, comprising real failures instances, will be tested
in real production environments.
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