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Abstract: The rapid advancement in technology has catalyzed the development of machine learning models, 
significantly impacting various domains, including speech recognition systems. This paper delves into the 
historical progression and transformation of machine learning models, emphasising on the application of 
machine learning algorithms within the domain of Voice Activity Detection (VAD) speech recognition 
systems. The narrative transitions from a broad overview of machine learning frameworks to a focused 
discussion on speech recognition technologies, specifically addressing the challenge of accentual language 
recognition. Through the lens of Mel-Frequency Cepstral Coefficients (MFCC) application, the paper dissects 
the learning models and elucidates the segmentation and recognition processes integral to speech recognition 
systems. Various algorithms are briefly reviewed to underscore the ongoing enhancements and the scholarly 
contributions towards refining these models. However, the paper also acknowledges the inherent limitations 
in the current understanding and application of these models. It points out the superficial treatment of certain 
mainstream machine learning models and their algorithms, alongside the potential obsolescence due to rapid 
technological evolution. The exposition concludes by recognizing the potential gaps in the depth of 
understanding specific to VAD and MFCC processes, attributed to the author's academic limitations, which 
may impinge on the thoroughness of algorithmic familiarity. 

1 INTRODUCTION 

Accents are distinctive speech patterns associated 
with speakers from various linguistic backgrounds. 
Speakers with accents usually share standard features 
in their speech patterns with people from similar 
ethnic, cultural, or social backgrounds (Purwar et al. 
2022). English is widely spoken throughout the 
world, by a quarter of the world's population. The 
challenge of phonetic categorization involves 
identifying the various accent types that compatriots 
exhibit across different geographical locations 
(Salomone & Salomone 2022). The rapid 
development of globalization has intensified 
communication barriers across different parts of the 
world, presenting a challenge that needs to be 
addressed. Language accents, including those in 
English, significantly impact education and 
particularly affect the language education and 
training of young people, leading to 
misunderstandings and disconnections. 

Many studies have researched and made 
substantial progress in improving speech recognition 

accuracy, especially accent recognition. For instance, 
Siddhant et al. have attempted to develop systems that 
can recognise speech accents more accurately. The 
results demonstrated that the decision tree performs 
best among various machine learning models, even 
when compared to deep learning models such as 
Convolutional Neural Network (CNN) and Long 
Short Term Memory (LSTM), with an accuracy of 
97.36% (Purwar et al. 2022). They have favoured 
careful accent categorisation and identification, with 
experimental simulations constantly using different 
accent data; it also suggests solutions to specific 
problems, particularly the loss of detail in decoder 
outputs (Purwar et al. 2022). Singh et al. have focused 
on automatic speech recognition and believe that its 
application in education is excellent; they have 
designed a new speech recognition system, developed 
and tested a deep concatenated network and found a 
15.4% performance improvement over existing 
techniques. At the same time, they carried out a 
detailed analysis of speech recognition errors (Singh 
et al. 2020). In addition to all the above work on the 
systematic study of linguistic accents, Shergill et al. 
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have developed specific methods for setting up and 
evaluating accent analysis. Accents vary in terms of 
sound quality, phoneme articulation and prosody. 
Because it is challenging to extract these precise 
features, they concluded that existing work uses 
alternative features, such as spectral features that 
capture the frequency of speech, including five 
significant features: Mel Falling Spectral Coefficient 
(MFCC), spectrogram, chromaticity map, spectral 
centroid and spectral roll-off (Shergill et al. 2020). 
They have researched and proposed a new way of 
capturing accents to improve the recognition 
efficiency of the system. These features can improve 
the accuracy of accent categorisation for accented 
language systems. Other researchers have categorised 
user input capture in the form of speech data. They 
are modelling human speech accents and gender 
recognition as classification tasks. They used a deep 
convolutional neural network and experimentally 
developed an architecture that maximises 
classification accuracy for the above functions. 
Gender categorisation was more straightforward to 
predict with high accuracy than accent. The 
categorisation of accents was complex because the 
overlap of regional accents prevented them from 
being categorised with high accuracy (Najafian et al. 
2016). Deng et al. have carefully delineated the field 
of automatic speech recognition within a framework 
such as improved accent recognition and accented 
speech recognition within a self-supervised learning 
framework (Deng et al. 2021). Some other studies 
have categorised accents, particularly the origin of 
English accents, to classify them for better 
identification (Ai et al 2008). 

This paper presents a comprehensive review of 
the application of artificial intelligence models in 
accented speech recognition systems. Section 2 
outlines the workflow of various relevant 
methodologies. A discussion on the findings and 
implications of these applications is provided in 
Section 3. The paper concludes in Section 4 with a 
summary of the key insights and contributions of the 
research. 

2 METHOD 

2.1 Framework of Developing Machine 
Learning Model 

A prevailing notion within the philosophy of science 
posits that models which are simplified and idealized 
are more comprehensible than their complex or 
abstract counterparts (Bokulich 2008). The landscape 

of artificial intelligence (AI) architecture is 
continuously evolving, leading to the development of 
numerous machine learning models, with simpler 
models often being more straightforward to grasp. 
These models are particularly adept at addressing 
"what-if" scenarios or exploring causal relationships, 
thereby effectively identifying and underscoring 
critical distinctions. Deep Neural Networks (DNNs) 
serve as a prime example of this. They fundamentally 
operate by leveraging vast datasets to perform 
classifications, predictions, and inferences. 
Specifically, DNNs process extensive data inputs to 
produce representations that facilitate generalized 
predictions, enabling the anticipation of future events 
(Sullivan 2022). The most essential steps in machine 
modelling are model building, data collection and 
model management. Building machine learning 
models is an iterative process. Data collection is 
becoming one of the critical bottlenecks. It is well 
known that running machine learning end-to-end, 
including collection, cleaning, analysis, visualisation 
and feature engineering. But one problem that arises 
with the emergence of new machine learning models 
is the lack of data, especially the lack of training data 
such as Deep learning, which may require a lot of 
training data to perform well. The simple method of 
manual labelling can be used when there is a lack of 
training data, but it is expensive and requires domain 
expertise (Roh et al. 2021). There are three main 
approaches to data collection. First, if the goal is to 
share and search for new datasets, data collection 
techniques can be used to discover, extend, or 
generate datasets. Second, once a dataset is available, 
various data labelling techniques can be used to 
annotate individual examples. Finally, rather than 
labelling new datasets, existing data can be improved 
or trained on well-trained models. These three 
approaches are not necessarily distinct and can be 
used simultaneously (Roh et al. 2021). 

Management of the machine learning model is 
equally important. It is impossible to manage models 
that have moved on over time sustainably. At the 
same time, the management of the model is equally 
important. For example, Manasi Vartak et al. 
contributed to model management by developing a 
new software management model database for 
management. To automate the tracking of machine 
learning models, the back-end introduces a standard 
abstraction layer to represent models and pipelines. 
The ModelDB front-end allows for visual exploration 
and analysis of models through a web-based platform. 
The management of machine learning models is 
achieved by visual exploration and analysis of models 
through a web-based interface (Vartak et al. 2016).  
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2.2 Algorithms for Accented Speech 
Recognition 

Voice modelling, on the other hand, operates in a 
slightly different way than traditional machine 
learning. The voice activity detectors (VADs) based 
on statistical models have shown impressive 
performances, mainly when fairly precise statistical 
models are employed. However, the collection of 
speech data is affected by the environment. In 
particular, technical barriers exist to working in 
extreme noise condition (Ramirez et al. 2004). 
Therefore, further improvements in the algorithm are 
needed. A new VAD algorithm is proposed by Javier 
Ramı́rez et al. To improve the robustness of voice 
detection and the performance of speech recognition 
systems in noisy environments. The algorithm 
measures the long-term spectral dispersion (LTSD) 
between speech and noise. It formulates speech/non-
speech decision rules by comparing the long-term 
spectral envelope with the average noise spectrum, 
resulting in highly discriminative decision rules and 
minimising the average number of decision errors 
(Ramirez et al. 2004). Jong Won Shin et al. propose 
more complex and accurate computational models. 
They used the generalised gamma distribution (GΓD) 
as a new model for VAD based on the likelihood ratio 
test. A parameter estimation algorithm is proposed 
based on the maximum likelihood principle (Shin et 
al. 2010). A VAD algorithm is proposed, where the 
LRT is modelled based on parameters represented by 
a generalised gamma distribution (GΓD). 

The above is a process of performing speech data 
collection, machine learning model building, and 
algorithmic rules. It is mainly used in the medical 
field, focusing on analysing sounds made in the body. 
Based on the sound analysis is further subdivided into 
the collection of sound data, i.e., building and 
analysing the learning model of the human voice. The 
use of MFCC features shown in Fig. 1 for the speaker 
accent recognition system is based on the analysis of 
patterns such as the speaker's manner of speaking and 
the choice of words used while speaking, the 
information about the parameters contained in the 
human voice and recognition of them at the highest 
possible rate and the algorithm is updated. Ahmet 
Aytuğ AYRANCI et al. used 9 ML classification 
algorithms through the MFCC speaker accent 
recognition system. In addition, a k-fold cross-
validation technique was used to test the dataset 
independently. In this way, the performance of ML 
algorithms is demonstrated when the dataset is 
divided into k parts (AYRANCI et al. 2021). 

 
Figure 1: The diagram of MFCC technique (AYRANCI et 
al. 2021). 

For data, different accents are automatically 
categorised into different datasets through the MFCC 
system, and algorithms form the result (AYRANCI et 
al. 2021). In addition, Multi-Layer Perceptron (MLP) 
algorithm shown in Fig. 2 is used in classification and 
regression problems. 

 
Figure 2: The architecture of the MLP (AYRANCI et al. 
2021). 

3 DISCUSSION 

However, there is still a lot of room for improvement 
regarding the machine learning model-based speech 
recognition systems that exist today, and it is also 
evident that there is a continuous improvement in the 
algorithms. However, operational logic is generally 
very complex, and the learning models for speech still 
present a significant challenge regarding training 
data. Faced with the problem of how to deal with the 
training data, Javier Ramı́rez et al.are focusing on the 
algorithmic problem of learning the model, i.e., how 
to carry out an accurate analysis of the collected data, 
proposing new algorithms to process the data to 
improve the accuracy of the data output. Jong Won 
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Shin et al. then upgraded the collection side of speech 
data and innovated the original VAD model.  

Based on the above findings, the voice is further 
classified, i.e., the human accent, which is recognised 
with the help of MFCC systems and algorithms (e.g., 
MLP, Random Forest (RF), Decision Tree (DT), 
Radial Basis Function (RBF), k-Nearest Neighbour 
(k-NN), Plain Bayes (NB) and Logic Model Tree 
(LMT)). That is, automatic speech recognition (ASR) 
systems. And accent recognition can improve the 
performance of many automatic speech recognition 
(ASR) systems (Najafian et al. 2016). However, there 
is some debate about how to perform accent 
recognition. Ahmet Aytuğ AYRANCI then tends to 
algorithmic enhancement of the MFCC system, and 
choosing the correct algorithm will increase the 
efficiency of MFCC. Justina Grigaliūnaitė, on the 
other hand, prefers to use 2D spectrogram 
representation and ResNet model for sound data 
classification rather than the widely used MFCC 
(Grigaliūnaitė 2022). The MFCC is more widespread 
than the VDS system developed for the medical field. 
It also has better future prospects, as it can be used 
both for differentiating between different countries 
(English pronunciation can vary from country to 
country) and can be helpful to customs borders. It can 
also help people from different countries learn a 
language or improve their learning efficiency. 
Machine learning algorithms, particularly Support 
Vector Machines (SVMs) and Random Forests can 
play a crucial role in accent classification when 
applied to appropriate training sets (Thakkar et al. 
2019).  

Particularly about e-learning, the MFCC system is 
used to analyse the transformation to generate accent 
datasets and, thus, better subtitle generation. For 
example, designing software to generate software to 
recognise the teacher's accent and thus generate 
subtitles to help students learn as shown in Fig. 3. It 
is crucial first to identify a machine learning model 
with input and output types. 

 
Figure 3: The potential system for the teacher’s accent 
speech recognition (Picture credit : Original). 

In terms of the data generation, it is derived by 
modelling the accent data already processed by the 
algorithm as shown in Fig. 4. The data is then 
categorised to generate subsets by the MLP algorithm 
or a combination of several algorithms. 

 

 
Figure 4: The content generation flow chart (Picture credit: 
Original). 

4 CONCLUSION 

This paper provides an overview of the evolution of 
machine learning models from primitive algorithms 
to DNNs and the broader application of DNNs in 
fields such as the VAD speech recognition system. It 
transitions from general machine learning 
frameworks to specific speech recognition systems, 
summarizing the learning model for accentual 
language recognition through MFCC application and 
detailing the recognition process within the speech 
recognition system's segmentation framework. The 
document briefly outlines various algorithms, 
highlighting the improvements and enhancements 
contributed by different scholars. Nevertheless, it 
acknowledges limitations, including a cursory 
introduction to a few mainstream machine learning 
models, their algorithms, and the fundamental 
processes. Constraints related to time may render 
some discussed algorithms or models obsolete. 
Additionally, the depth of understanding of specific 
processes related to VAD and MFCC might be 
limited due to the author's academic background, 
potentially affecting familiarity with each algorithm. 
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