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Abstract: The study focuses on the classification of breast cancer images using deep learning techniques, particularly 
emphasizing the role of multi-GPU setups to handle the demanding computational needs of this task. Breast 
cancer, notorious for its high misdiagnosis rate, poses a significant challenge in medical diagnostics, where 
Computer-aided Diagnosis (CAD) systems can play a pivotal role. This study experiments with various 
convolutional neural network models including ResNet and MobileNet. These models are tested on a dataset 
divided into three categories—normal, benign, and malignant images—sourced from ultrasound scans. The 
dataset used comprises a substantial number of images, which are then processed and augmented to fit the 
model requirements. The study evaluates the models' performance based on accuracy and efficiency metrics, 
revealing that while multiple Graphics Processing Units (GPUs) theoretically increase computational speed, 
they do not always correspond to better model performance due to potential issues in data synchronization and 
parallel processing inefficiencies. 

1 INTRODUCTION 

With the recent advances in deep learning, computers 
are able to take a step forward from humans to 
perform complex tasks that have a high misdiagnosis 
rate. In medicine, Computer-aided Diagnosis (CAD) 
is becoming increasingly important, especially in 
diseases with high misdiagnosis rates, such as breast 
cancer, nonspinal fractures, and spinal fractures 
(Jeremy, 2013; Qiu, 2019; Qiu, 2022). 

Among these diseases, breast cancer has the 
highest misdiagnosis rate due to its difficult diagnosis 
and detection (Ma, 2020), posing a serious threat to 
women's health as the second leading cause of death 
among women. Early diagnosis can significantly 
reduce the mortality rate (40 per cent or more). There 
are two ways to detect breast cancer. The first is 
mammography (Gøtzsche, 2013), which has a high 
resolution and is highly standardised, but it is costly, 
can lead to overdiagnosis and carries a risk of 
radiation exposure. The second method is ultrasound 
(Guo, 2018), which is radiation-free and has high 
sensitivity in detecting solid masses, but it has low 
resolution and is dependent on the experience and 
skill of the operator. Ultrasound images do not have 
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any distinctive features compared to other medical 
images. Ultrasound features of breast cancer may 
include irregular shape, blurred borders, uneven 
internal echoes, etc. However, in benign lesions, there 
are no distinctive features that can be detected. 
Benign lesions (such as cysts or fibroadenomas) can 
sometimes show similar features, which can lead to 
diagnostic uncertainty. Ultrasound is healthier for 
people who have regular testing, but it is a condition 
that relies heavily on the experience and skill of the 
doctor, and therefore has a higher rate of 
misdiagnosis. Given deep learning's proficiency in 
learning from past experiences, the application of it 
can be considered in reducing the rate of misdiagnosis 
of breast cancer. 

The technique being used in breast cancer 
detection is commonly known as machine learning. 
Machine learning is characterised by the researcher 
finding a filter or feature that makes the results clearer 
and then learning to find the values of the relevant 
features in an image to make a final judgement. Yali 
proposed the use of H-Scan image, in this ultrasound 
image there is a big difference in the result of benign 
and malignant tumours, benign breast tumours have 
more red areas and malignant tumours have more 
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blue areas, so it is good to classify them (Yali, 2019). 
But deep learning doesn't need humans to do feature 
extraction, the machine will analyse the image from a 
higher dimensional perspective. Because deep 
learning can learn some abstract features that are 
difficult for humans to understand. These features 
may be more useful for image classification. Zhantao 
proposed a supervised learning method that uses 
trained textures to classify breast tissue into different 
categories (Zhantao, 2019). Some researchers have 
tried to use deep learning models for training, 
Boukaache tried to use pre-trained convolutional 
neural network models such as VGG16, ResNet18 
and ResNet50 for breast cancer image classification. 
(Boukaache, 2024) And got good results (97.8%). But 
the general training is done on a high-performance 
Graphics Processing Unit (GPU). The trained texture 
is not very easy to get in practical situation, 
ultrasound image is a more three-dimensional image, 
the picture is the same for different angles at the same 
position, in some angles the picture is very noisy and 
thus a good texture cannot be obtained.  

So the main purpose of this research is to attempt 
to classify breast cancer images using multiple GPUs.  
This paper will use ResNet 18 and MobileNetV2, 
which are simpler models that can be trained on 
smaller machines. This paper also tried to compensate 
for the lack of performance of a single GPU by using 
multiple GPUs. 

2 METHOD 

2.1 Dataset Preparation and 
Preprocessing 

This data utilized medical images of breast cancer 
based on ultrasound scans. The breast ultrasound 
dataset is divided into three categories: namely 
normal, benign and malignant images. Firstly, the 
dataset is medical images of breast cancer scanned 
with ultrasound (Al-Dhabyani W). The source of the 
dataset is downloaded from Kaggle (Kaggle, 2021). 
The original dataset classifies the images into three 
categories, benign tumours, malignant tumours and 
normal (no tumour) and is accompanied by images of 
the tumour location and its shape. There are 891 
images of benign tumours, 421 images of malignant 
tumours and 266 images of normal. Figure 1 provides 
sample images on the dataset. 

The raw data can be used for target recognition, 
so each image has not only the classification 
information but also the coordinates of the target. In 
this experiment, this paper only focuses on 

classification, so the location information contained 
in the data will be removed. After processing the 
images, the data is divided into a training set and a 
test set. The data is then enhanced. For different sizes 
of images, the images are firstly resized to 256x256 
and then cropped in the centre by taking a square of 
length 224x224 with the centre as the origin. Then, 
the data is normalised.  This paper also converted the 
pixel values from 0 to 255 to around 0 to 1. Finally, 
the image data was divided into a training set and a 
test set using 5-fold cross validation to evaluate and 
improve the generalisation of the model. 

 
Figure 1: Breast image Malignant (Left) benign(middle) 
normal (right) (Photo/Picture credit: Original). 

2.2 Model Establishment 

In this study, MobileNet V2 is used to deal with an 
image classification task that is prone to overfitting 
(Sandler, 2018). MobileNet V2 is a simple deep 
learning model for very simple image classification 
tasks. If a complex model is prone to overfitting, it is 
common to choose a simple model in addition to 
tuning the parameters. 

MobileNetV2 is a lightweight deep learning 
model optimised for mobile devices, with the core 
advantage of Depthwise Separable Convolution. This 
technique reduces the number of parameters and 
computational cost of the model, while providing 
efficient performance. The model also introduces 
Inverted Residual Blocks and Linear Bottlenecks to 
further improve efficiency. The last layer in these 
blocks usually does not use the ReLu activation 
function to prevent information loss. 

The model was implemented using the PyTorch 
framework, and the accelerate library was used to 
support training in a multi-GPU environment. The 
accelerate library allows for parallel processing of 
data and training of the model in a multi-GPU 
environment, which theoretically improves the 
efficiency of training. At the end of the epoch, the 
study evaluates the model's calibration by its 
accuracy and saves the model when it finds a higher 
accuracy in a test. 

This study used Resnet 34. Firstly, pretrained was 
set to false. To reduce overfitting, dropout  
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Table 1: The performance of various models based on different parameters. 

 Batch size Time GPU number Train accuracy Test accuracy 
ResNet34 64 771 2 0.99 0.42 
ResNet34 128 840 2 0.99 0.46 
ResNet34 128 1588.14 4 0.93 0.53 
ResNet34(Dropout= 0.8) 64 771 2 0.88 0.43 
ResNet 18 128 799 2 0.82 0.45 
ResNet 50 64 770.45 2 0.7 0.45 
ResNet 50 128 865 2 0.7 0.42 
MobileNet V2 128 801 2 0.99 0.4 
MobileNet V2(cross-validation) 128 801 2 0.99 0.83 
MobileNet V2(cross-validation) 128 2200 4 0.99 0.63 

 
regularisation was added by setting the dropout rate 
to 0.5. The optimiser was defined as stochastic 
gradient descent with a learning rate of 0.001 and 
momentum of 0.9. The model then uses a learning 
rate scheduler, which stops at the validation loss, and 
a learning rate scheduler, which stops at the validation 
loss, and a learning rate scheduler, which stops at the 
validation loss. The model then uses a learning rate 
scheduler to reduce the learning rate when the 
verification loss stops improving. 

For this paper, ResNet34 which is a deep residual 
network that belongs to the ResNet of deep learning 
architectures was chose, proposed by He et al. 
proposed in 2015. The main idea of ResNet is to solve 
the degradation problem in the training process of 
deep neural networks through residual learning. 
Before the emergence of ResNet, if the number of 
layers increases there may be problems such as 
gradient disappearance, and the performance of the 
network will be saturated or even decline, rather than 
continue to improve. 

ResNet34 is composed of 34 convolutional layers. 
The innovation of this network is the introduction of 
residual modules, each of which consists of two or 
three convolutional layers and is connected by jumps. 
The minnow connection allows the gradient to flow 
directly through multiple layers, thus increasing the 
efficiency of gradient propagation during training and 
allowing the network to learn deeper features. 

A 3080x4 GPU was used for this study. After 
configuring the distributed model, they used the same 
dataset with batch sizes set to 64 and 128 to compare 
the results. The epoch is also set to 10, 50, 100 to 
compare the correctness rate. The highest accuracy of 
the training batch is then used as the final accuracy of 
the training. 

The methodology and dataset used in this study 
are described above, and the experiments are 
conducted while controlling all other variables, in 
order to investigate the difference between running on 
a single GPU and running on multiple GPUs at the 

same time. The experiments are then quantified by 
two metrics: runtime and accuracy. 

3 RESULTS AND DISCUSSIONS 

As shown in Table 1, the best accuracy of this 
experiment is 0.83, using MobilNet V2 with a batch 
size of 128. In this experiment, four models, Resnet 
18, Resnet 34, Resnet 50 and MobileNet V2, were 
tested. The batch size was set to 64 and 128, and the 
number of GPUs was set to 2 or 4. 

From the experiments, it can be concluded that the 
batch size has little effect on the correctness rate in 
the case of overfitting, and cannot change the status 
quo of overfitting. In terms of time, as the depth of 
the model increases, the training time increases 
slightly, and when the number of GPUs is set from 2 
to 4, the time increases to 3 times of the original one, 
which may be due to the inefficiency of data 
transmission and synchronisation. This suggests that 
the communication between GPUs may cause the 
training parallelisation to be inefficient.  

Since the initial training with ResNet 34 resulted 
in a high rate of correct model training, the next 
experiments were conducted to make the model more 
generalisable by other methods. First, this paper tried 
using Dropout. All models were given a default 
Dropout value equal to 0.5, and then the paper tried 
expanding the value to 0.8 or 0.9. This did reduce the 
correctness of the training ensemble, but there was no 
significant increase in the generalisation ability.  

When using ResNet50, the training results 
became even worse and did not increase the 
correctness of the test set, so the only way to solve the 
overfitting problem is to make the model as simple as 
possible. Next, the MobileNet V2 model was used in 
this study. Firstly, the amount of data is not very 
large, so this study uses cross-validation for random 
segmentation, which allows the model to learn more 
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features. The model is then trained on different 
numbers of GPUs. When the number of GPUs is 
equal to 4, the experiment doesn't have excellent 
performance, which may be due to the improper 
configuration of the model parallelisation or the 
uneven distribution of the data and other problems. 
The best results are obtained on two GPUs. 

However, a problem common to all models is that 
the best test set results tend to occur within 10 training 
runs, and as the number of runs increases, the 
correctness of the test set decreases. The training set 
basically reaches 99% around 80 times. The test set 
does not increase with training. This may also require 
reducing the complexity of the model. 

In conclusion, the use of cross-validation 
significantly improves the test accuracy of 
MobileNetV2, demonstrating its importance for 
improving generalisation. ResNet18 is not yet 
proficient enough, and a cleaner model is needed to 
improve the accuracy. Furthermore, increasing the 
number of GPUs did not always reduce training time 
or improve accuracy, suggesting the need to optimise 
multi-GPU training strategies. 

4 CONCLUSION 

The purpose of this study is to investigate whether 
parallel computing on GPUs increases the 
performance of the trained model. From the results, it 
does not, because GPU training also needs to take into 
account the transfer of data between GPUs, and the 
integration time of the weights across GPUs increases 
as the number of GPUs increases.  The results do not 
get better as the number of GPUs increases, and 
overfitting reappears as the number of training 
sessions increases. This model is characterised by the 
fact that the data is very easy for the model to overfit, 
and the increasing complexity of the model is not 
friendly to the extraction of features from simple 
images. Currently, there is no good classification for 
data that is overfitted because of the simplicity of the 
images. In the future, further study will try to find out 
which part of the model is slowing down the training 
process and try to improve the accuracy of the model 
by using libraries that allow multi-GPU training or 
algorithms that integrate the parameters of different 
GPUs. Further study will also try to get a model that 
can solve the problem of overfitting images easily. 
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