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Currently, most research and public datasets for video sports analytics are base on detecting players as bound-

ing boxes in broadcast videos. Going from there to precise locations on the pitch is however hard. Modern
solutions are making dedicated static cameras covering the entire pitch more readily accessible, and they are
now used more and more even in lower tiers. To promote research that can take benefits of such cameras
and produce more precise pitch locations, we introduce the Spiideo SoccerNet SynLoc dataset. It consists of
synthetic athletes rendered on top of images from real world installation of such cameras. We also introduce
a new task of detecting the players in the world pitch coordinate system and a new metric based solely on
real world physical properties where the representation in the image is irrelevant. The dataset and code are
publicly available at https://github.com/Spiideo/sskit.

1 INTRODUCTION

The object detection research field has seen a lot of
successes using bounding-boxes to represent the de-
tected object and evaluate the performance of detec-
tors c.f. (Wang et al., 2024). This particular repre-
sentation has proven effective for a lot of downstream
tasks and applications, but it is not sufficient for all of
them. For instance, several applications require to in-
fer information about the physical world by analysing
captured images of the scene. However, the image
itself is only an intermediate representation, and eval-
uations in image-space is therefore not representative
of the physical detection of the object. In those cases,
evaluations in physical-space are critical, i.e., to mea-
sure the localisation errors in meters instead of pixels.

Sports analytics often requires player localization
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Figure 1: Example synthetic image form our proposed Spi-
ideo SoccerNet SynLoc public dataset. The players are 3D
generated on a real-captured image of a soccer pitch. The
proposed task is to detect and locate the player on the pitch
(purple) given the image and the camera calibration.

on the pitch to analyze their positions relative to each
other, the ball, and the field. Applications include shot
and goal locations, ball possession losses, heatmaps,
and Game State Recognition (GSR).

Such analytics can be conducted using broad-
cast video streams with moving cameras or dedicated
static cameras covering the entire pitch. Historically,
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static cameras were rare and costly, so most datasets
and research relied on broadcast video. However,
modern solutions have made static cameras more ac-
cessible, even in lower tiers, increasing their rele-
vance for research.

A first step toward physical-space evaluation was
made with SoccerNet-GSR (Somers et al., 2024), but
the dataset is finite and was expensive to produce. It
defines the player’s physical location as the projec-
tion of the image bounding box’s bottom edge center
onto the ground. How this relate to any physical prop-
erty of the players is unclear. In this paper, we define
the physical location as the orthogonal projection of
the player pelvis onto the ground plane, and shows
in Section 7.1, that the SoccerNet-GSR definition is a
poor approximation of this.

World-space evaluation datasets are more com-
plex than standard image-bounding-box datasets,
requiring precise camera calibration and physical
ground truth data. While self-driving car datasets of-
ten use expensive sensors like radars and lidars, re-
search shows synthetic data can effectively train sys-
tems that generalize to real data (Rematas et al., 2018;
Black et al., 2023). Synthetic data is now also used
in sports analytics training (Leduc et al., 2024; Zhu
et al., 2020), with ground truth extracted from 3D ren-
dering models.

Team clothing is crucial in sports analytics, mak-
ing parametric clothed human models valuable for
generating diverse subjects. Layered human repre-
sentations like SynBody (Yang et al., 2023) and BED-
LAM (Black et al., 2023), are particularly relevant.

In this work we propose a new public dataset,
called Spiideo SoccerNet SynLoc, designed for soc-
cer player analytics. The dataset proposed is based on
real world installations of dedicated static cameras.

Contributions. The main contributions are as fol-
lows. (i) A Bird’s-Eye View (BEV) detection and
localization task for players using real world loca-
tions on a pitch. (ii) A publicly released synthetic
dataset, called Spiideo SoccerNet SynLoc, of soccer
scenes with static, calibrated cameras covering the en-
tire pitch. (iii) A new metric, called mAP-LocSim,
for evaluating player localization in real world pitch
space. (iv) A baseline detector based on YOLOX-
pose (Maji et al., 2022; Ge et al., 2021).

Table 1: Comparing the proposed dataset, Spiideo Soccer-
Net SynLoc, with other popular 3D human datasets. The
numbers refers to the numer of training images (Imgs), im-
age width in pixesl (Width), number of annotated humans
(Hum) and maximum camera height (MaxH). Bold faced
names are synthetic datasets.

Imgs Width Hum MaxH
Kitti 14K 1224 4K 2m
nuScenes 204K 1600 11K 2m

Human3.6M 5.8M 1000 1.4M 2m
MPI-INF3DHP 102K 2048 102K 3m

JTA 230K 1920 300M N/A
SynBody 1.2M 1024 2.7M S5m
BEDLAM 285K 1280 750K 6m
Proposed 65K 3840 668K 29m

2 RELATED WORK

2.1 Datasets

Publicly available datasets for sports analytics, such
as those released by SoccerNet (Giancola et al., 2018;
Deliege et al., 2021; Cioppa et al., 2022a; Cioppa
et al., 2022b; Mkhallati et al., 2023; Held et al., 2023;
Somers et al., 2024)!, are often based on broadcast or
single-view video. This means that the cameras are
in motion, which makes them hard to calibrate due
to limited visual cues and motion blur. That makes
it challenging to get accurate real-world ground truth.
These datasets have driven research for a lot of dif-
ferent analytics tasks as shown by the success of the
SoccerNet challenges (Giancola et al., 2022; Cioppa
et al., a; Cioppa et al., b). However, for some sports
analytics, more precise locations of all players in the
real world are needed, and in those cases, dedicated
static calibrated cameras covering the entire pitch are
an interesting alternative. Hence, in this work, we
capture data from single static cameras covering half
a pitch each, that we release publicly.

Lots of efforts have been put into producing
datasets with 3D information about humans, as illus-
trated in Table 1, leveraging both annotated real world
footage and rendered synthetic data. The level of de-
tails of the 3D information in those datasets varies
from full 3D meshes based on the SMPL (Loper et al.,
2015) model to 3D pose keypoints to 3D bounding
boxes. These datasets can aid sports analytics training
but require bridging a domain gap. For example, in
autonomous driving, Kitti (Geiger et al., 2012; Menze
and Geiger, 2015) and nuScenes (Caesar et al., 2020)
datasets use car-mounted cameras with low viewing
angles, unlike typical soccer analytics setups.

1 WWWw.soccer-net.org
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Figure 2: Example of image data annotations available in our proposed Spiideo SoccerNet SynLoc dataset. These are only
provided for convenience as the evaluation is performed entirely in world pitch coordinates. Our annotations comprise i)

bounding boxes (red), ii) ground position, defined as the orthogonal projection of the pelvis onto the ground (

) and

iii) pelvis (blue). To show that the ground position does not always align with center of bottom edge of the bounding box it is

also shown ( ).

Then there are the studio datasets such as Hu-
man3.6M (Ionescu et al., 2014) and MPI-INF3DHP
(Mehta et al., 2017) that use actors in a studio
recorded by multiple cameras and some motion cap-
ture system for generating ground truth. These
datasets only contains small scenes with one or a few
humans. Setting up such a capturing system for an
entire soccer pitch would be almost impossible.

A more promising approach consists in rendering
synthetic datasets. This can be achieved by intercept-
ing the 3D data passing through the graphics hard-
ware while playing computer games. Examples of
this are the JTA (Fabbri et al., 2018), NBA2K (Zhu
etal., 2020) and SoccerNet-Depth (Leduc et al., 2024)
datasets. However, this limits the variability of the
produced datasets to that of the game as it is hard to
extend them beyond their original framework.

There are also approaches that build up the 3D
models explicitly in layers such, as BEDLAM (Black
et al., 2023) and SynBody (Yang et al., 2023). Here,
each sample is constructed by randomly choosing an
combination of 3D models from large pools of mod-
els representing different aspects of the scene, such
as background, body shapes, cloths, hair styles, tex-
tures and motions. This can create large variations in
the datasets as the different aspects can be combined
in several different ways. The randomly created 3D
model is then rendered using photorealistic rendering
engines such as Blender (Blender Online Community,
2018) or Unreal. By choosing which models are avail-
able for each aspect it is also possible to control the
kind of scenes produced, and it is also easy to extend
by adding more 3D models. In this work, we lever-
age this last approach by superimposing 3D paramet-
ric athlete models over a real stadium.

2.2 Metrics

When it comes to metrics, the classical way to mea-
sure how well a detected object fits the ground truth
annotations is to look at the Intersection over Union
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(IoU) between the detected image-bounding-box and
the ground truth image-bounding-box. This IoU value
is typically thresholded to get a criteria specifying if
an object have been detected or not. For some use-
cases, such as sports analytics, a more relevant detec-
tion criteria is to threshold the distance between the
estimated location in the real world and the ground
truth location.

In tasks where a more detailed representation of
the objects is available, this IoU can be replaced with
other similarity measures. In pose keypoint detectors
for example, the COCO Object Keypoint Similarity,
OKS, (Lin et al., 2015a) is typically used instead. It
is defined as the mean similarity over all visible key-
points. It does however still measure the similarity in
pixels in the image space and not in the real world.

The SoccerNet Game State dataset (Somers et al.,
2024) introduces a tracking metric called GS-HOTA.
It is based on the HOTA (Luiten et al., 2020) met-
ric, but replaces the IoU similarity measure used there
with another measure called LocSim. It is based on
the distance, d, between a detected objects location
and its ground truth location in the real world ground
plane, and defined as

ean.OSZ—;, n
where T is a constant distance tolerance set to 5 in
their work. This similarity measure allows the sim-
ilarity to be measured in the real world, but HOTA
is a tracking metric not suitable to evaluate a single
frame detector. However the same approach of re-
placing the IoU with LocSim can be applied to the
common detection metric mAP, which then becomes
the proposed metric mAP-LocSim.

This gives a single metric that allows a whole
parametric ensemble of detectors to be evaluated as
a single entity. The different detectors in the ensem-
ble are formed by varying the score threshold used to
discard week detections. However, for a practical us-
age, this threshold has to be chosen and a single met-
ric does not describe all aspects of a model. Also, it’s
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hard to interpret what the exact values represent. This
prompts for the use of additional metrics whose val-
ues are more intuitively interpretable. In this work,
we propose to choose the final threshold that maxi-
mizes the Fl-score on the validation-set and use the
classical precision, recall and F1-score as additional
metrics together with the frame accuracy metric, de-
fined in Section 5.

3 TASK DEFINITION: ATHLETE
DETECTION AND
LOCALIZATION

In this paper a new athlete detection and localization
task is proposed. It focuses on the real world problem
of detecting players, referees, and bystanders and lo-
cating them on a soccer-pitch. More precisely, given
an image and the camera calibration parameters relat-
ing the image to the real world coordinate system, the
objective is to locate each athlete based on the pro-
jection of its pelvis onto the ground plane. How the
player is represented in the image is irrelevant to the
task. The entire evaluation is performed in the real
world pitch coordinate system. This allows differ-
ent representations in the image (bounding-box, pose-
keypoints, pixel segmentations, etc.) to be utilized
while solving the task.

4 PROPOSED DATASET: SPIIDEO
SOCCERNET SYNLOC

To support this task we release a new dataset with
ground-truth locations of players in the real world.
The data consists of background images from real
world installation with synthetic players rendered on
top.

4.1 Data Generation

The 3D rendering technique used to render the Spi-
ideo SoccerNet SynLoc dataset is based on a com-
bination of the techniques used in BEDLAM (Black
et al., 2023) and HeNIT (Ardo et al., 2022). Each
scene to render is created from an random combina-
tion of different assets which leads to an exponential
combination of possible scenes. The tools used (with
the exception of the cloth 3D models) are available as

open-sourcez .

Zhttps://github.com/AxisCommunications/
blenderset-addon

Figure 3: Example renderings of the different cloths 3D
models used with one of the teams textures applied to all
of them.

At the base real world installations are used to
form the background and camera placements. In-
stallations at 17 different arenas with two 4K cam-
eras covering half the pitch each have been used, c.f.
Fig. 1. From these scenes, background images were
constructed from 134 different games by taking the
temporal median over several minutes of video to get
rid of any moving objects.

Lighting is applied to the scene by randomly
choosing one of 683 different HDRI sky images as
described in HeNIT (Ardd et al., 2022), and player
bodies (shapes and poses) are sampled from the BED-
LAM (Black et al., 2023) dataset. The clothing in
BEDLAM is unsuitable for soccer players or referees,
so a 3D artist designed custom models (Fig. 3). These
included three upper-body, three lower-body, and two
sock variations, along with a procedural texture for
customizable player names, jersey numbers, colors,
stripes, and badges. This allowed for the creation
of home and away uniforms for 11 teams, including
players and goalkeepers, totaling 44 uniforms. Addi-
tionally, three referee uniforms were designed.

For each scene two teams are then randomly cho-
sen, including 10 players and one goalkeeper each.
The goalkeeper location is chosen randomly using a
Gaussian distribution centered at the center of the goal
with a standard deviation 6 = 2 meters. For the play-
ers a ball position is chosen randomly using a uniform
distribution over the entire pitch, then the player po-
sitions are chosen from a Gaussian distribution, trun-
cated to the pitch and centered around this point with
6 = 10 meters.

In addition to the players, the referees are placed
in the scene. The main referee position is chosen us-
ing the same distribution as the players while the two
side line referees are placed along the long sides with
a center position chosen uniformly along the line and
then drawn from a Gaussian distribution centered at
that point with 6 = 1 meter. Outside the pitch 4 by-
standers are placed at a distance from the pitch uni-
formly chosen between 0 and 2 meters and positioned
uniformly along the edge of the pitch. The bystander
model uses cloths from the BEDLAM dataset.
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4.2 Dataset Annotations

Annotations in the Spiideo SoccerNet SynLoc dataset
are the players ground locations in world space and
camera calibrations. All the annotations are presented
in a format compatible with the COCO annotations
format (Lin et al., 2015b). That is a list of images and
a list of athletes.

For each image a camera calibration consisting of
a camera matrix, P, a distortion polynomial, pg4is; and
an undistortion polynomial, pyngist is provided. The
camera matrix,

pP= [R t]? 2

specifies the orientation, R, and translation ¢ of the
camera related to the ground plane with the origin at
the pitch center and the x-axis along the center line
and the y-axis perpendicular to it in the ground plane.

The distortion polynomial models the entire lens,
including all the intrinsic parameters of the camera,
using an industrial distortion model (Trioptics, ). This
means no intrinsic parameters, K, are present in the
camera matrix. The polynomial relates pixels dis-
tance from the principal point to the angle of the world
ray that is projected onto that pixel. It assumes that
the principal point is centered in the image and is here
defined on normalized image coordinates,

1 w h
(unyvn)zw<u_27"_2>7 (3)

where (u,v) are pixel coordinates in the camera im-
age and (w,h) its size in pixels. It is a radial distor-
tion model and the distortion polynomial, pgis relates
the magnitude of the normalized image coordinates,
rn = /1% +v2 to the magnitude of the undistorted co-

ordinates, ry = \/u2 +v2 as
n = pdist (arctan (ry)) . 4)

For convenience there is also an undistortion polyno-
mial fitted to the inverse of this function,

ry = tan (Pundist (rn)) . ®)

For each athlete, the annotations consists of both
image and world information. In the image there is a
bounding-box, the area of a pixelwise segmentation
and two 2D keypoints, the pelvis and the physical
location on the pitch, projected into the image, see
Fig. 2. The world data consists of two 3D keypoints,
the pelvis and the physical location on the pitch, see
Fig. 1.

Annotations are stored in JSON format, with poly-
nomials as coefficient lists in decreasing monomial
degree. Keypoints and the camera matrix are stored
as lists of lists, and the image bounding box is repre-
sented as (i, v, Wpox , ibox )» denoting the top-left corner
and box dimensions.
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4.3 Dataset Statistics

The Spiideo SoccerNet SynLoc dataset has been split
into 42 504 training images, 6 777 validation im-
ages, 9 309 test images and 11 352 challenge im-
ages. Among the 17 arenas used, two have been solely
dedicated to the test-set and two to the challenge-set.
About half the images in the test and the challenge
sets are based on those dedicated arenas. The other
half is based on the same arenas as is present in the
training data, but from different games. In total, the
entire dataset consists of 1 107 009 annotated humans.

5 EVALUATION METRICS

The main metric proposed for this task is called mAP-
LocSim and it is based on the common detection met-
ric mAP, but replaces the IoU similarity measure with
the LocSim similarity measure defined in Equation 1.

The entire evaluation, using mAP-LocSim, is per-
formed in world space and, since the image represen-
tation is irrelevant for the metric, the algorithms are
freed from using a specific representation there (i.e.
bounding boxes). This allows other representations to
be explored.

In the benchmark presented, the LocSim param-
eter T was chosen to 1 m based on empirical exper-
iments. This is in contrast to SoccerNet-GSM that
used 5. This allows the proposed task to focus on
more precise localisation, which is made possible by
using real 3D information.

This approach evaluates the model without requir-
ing a final threshold, but one must be selected for
practical use. Since false positives and negatives are
equally problematic in many sports analytics cases,
the final threshold is typically chosen by maximizing
the Fl-score on the validation set post-training. Us-
ing this threshold, we propose frame accuracy, a more
interpretable metric measuring the percentage of im-
ages with perfect predictions—no false positives or
negatives, with all players correctly detected. Detec-
tion is defined by a LocSim similarity below 0.5, cor-
responding to a 0.48-meter distance. Figure 5 shows
this is achievable across the pitch without sub-pixel
image localization precision.

To give an even more detailed picture of the ca-
pabilities of different algorithms it is also proposed to
use other metrics that show different aspects of their
performance. The additional metrics are Fl-score,
precision and recall.
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6 BASELINE METHOD

As a baseline, an off-the-shelf 2D keypoint detec-
tor will be used to detect two points: the pelvis and
its projection onto the ground plane (player location
on the pitch). Each detection provides an estimated
image location, projected back to world coordinates
using the camera calibration. Image bounding-box
bottom-line-centers will also be projected for compar-
ison, highlighting the benefits of 3D information over
bounding boxes. The architecture used is YOLOX-
pose (Maji et al., 2022; Ge et al., 2021), which con-
sists of a CNN backbone that extracts features directly
from the images, followed by a head that for a set of
anchor-boxes detects bonding box coordinates, pose
point coordinates and scores. A non maximum sup-
pression algorithm is used to suppress similar detec-
tions, and then a score threshold can be used to prune
week and negative detections.

7 EXPERIMENTS

7.1 Baseline Experimental Setup

The 2D pose detector implementation is based on
mmpose (Contributors, 2020) with code released on
github®. It was trained on the training set of the Spi-
ideo SoccerNet SynLoc dataset and evaluated on the
test set. The original YOLOX-Pose uses a learning
rate of 4- 10~ and introduces an auxiliary loss with
a second-stage preprocessing after 280 epochs. This
training schedule did not converge when applied to
the proposed dataset. Instead the learning rate had
to be reduced to 10~ and the auxiliary loss intro-
duced already after 200 epochs. Experiments were
performed with training detectors for different resolu-
tions, 640 x 640 and 960 x 960. Otherwise the train-
ing process was not altered. Results are shown in Ta-
ble 2 and Fig. 4.

The models regressing the location significantly
outperforms the models that use the center of the bot-
tom edge of the bounding box as the location in all
the metrics investigated. Also, increasing the reso-
lution gives a more significant performance boost as
compared to increasing the model size. This is most
likely due the fact that the athletes are small compared
to the image size, and therefore they will consist of
very few pixel when the image is scaled down. That
means that there is not enough information to distin-
guish them from the background and thus increasing

3https://github.com/Spiideo/mmpose/tree/
spiideo_scenes/configs/body_bev_position/spiideo_scenes
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Figure 4: Results of different detectors with different input
resolutions on the Spiideo SoccerNet SynLoc dataset. The
bbox models uses the center of the bottom edge of the image
bounding box as the player position while the pose models
are regressing the position as a keypoint in the pose detector.

Figure 5: Localisation errors in meters in different parts of
the pitch corresponding to a pixel error of one pixel for a
some of the real world installations the Spiideo SoccerNet
SynLoc dataset is based on.

the model size will not help. Also, the performance of
the model using the bounding box flattens out, which
probably means that increasing the model size even
more will not improve the performance for it.

7.2 Pitch Location Uncertainty

Since the camera rig is located on one side of the
pitch, a one pixel detection error has a different met-
ric impact depending on the distance of its real world
location with respect to the camera.

In order to highlight this impact, for each pixel be-
longing to the pitch image, we simulate a confusion
with one of its direct neighbouring pixels and com-
pute the distance in meters between the deprojection
of the pixel on the pitch and its neighbour. For a pixel
that is not located on the edges of the image, this gives
us 8 metric distances that are averaged and plotted in
Fig. 5. The resulting errors in meters remain low and
does not exceed 30 cm for pixels corresponding to the
opposite side of the pitch. Note that the pixels here
refer to the pixels in the original 4k images, which
are scaled down 6 respective 4 times in the baseline
experiments presented in Table 2.
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Table 2: Results of different detectors with different input resolutions on the Spiideo SoccerNet SynLoc dataset. Mean
average precision, mAP, metrics are presented for two different cases: IoU - standard intersection over union based image
bounding box similarity and LocSim - proposed world distance based similarity of predicted pitch location. The YOLOX-
pose architecture is used with the bbox models using the center of the bottom edge of the image bounding box as the player
location while the pose models are regressing the location as a keypoint in the pose detector. To give a more detailed picture,
the classical Precision, Recall and F1 metrics are also reported, and to give a metric that is easier to interpret intuitively,
Frame Accuracy is proposed. It presents the amount of images for with a perfect result in terms of false positives/negatives is

predicted.
mAP Frame

Model Input Res. GFLOPS | IoU LocSim | Precision Recall F1  Accuracy
yolox-tiny bbox 640 x 640 10.3 50.2 42.2 77.9 70.0 73.7 6.2
yolox-s bbox 640 x 640 183 545 44.0 79.7 72.0 75.7 6.8
yolox-m bbox 640 x 640 479 59.2 45.4 82.1 74.0 77.9 9.2
yolox-tiny bbox 960 x 960 233 613 50.1 84.8 80.0 82.3 13.6
yolox-s bbox 960 x 960 41.1 65.7 51.7 85.6 82.0 83.7 15.6
yolox-m bbox 960 x 960 108.0 69.5 52.4 87.8 83.0 853 17.1
yolox-tiny pose 640 x 640 10.3 50.2 60.6 81.7 75.0 78.2 10.0
yolox-s pose 640 x 640 18.3 54.5 63.6 84.9 77.0 80.8 11.3
yolox-m pose 640 x 640 479 59.2 67.8 87.5 80.0 83.6 15.4
yolox-tiny pose 960 x 960 233 613 72.6 90.4 84.0 87.1 20.9
yolox-s pose 960 x 960 41.1 65.7 76.3 88.0 88.0 88.0 28.0
yolox-m pose 960 x 960 108.0 69.5 79.3 92.8 89.0 909 31.6

8 CONCLUSIONS ACKNOWLEDGEMENTS

In this work we introduce and publish a new synthetic
dataset for soccer analytics. It is based on background
images from real world installations on top of which
synthetic players are rendered. This allows the ground
truth annotations to consist of precise 3D camera cal-
ibrations and pitch locations of the athletes. Baseline
experiments show that this kind of data can improve
localisation of players on a pitch significantly com-
pared to using the center of the bottom edge of the
image bounding box as the players location projected
into the camera image. We also present a new task
for detecting and locating players on a pitch and pro-
pose a new metric, mAP-LocSim, for evaluation per-
formed entirely in the world pitch coordinate system.
We see this dataset as a first step towards opening
up new research opportunities for the field without
the limitations imposed by using broadcast video as
source. Potential future steps could involve extracting
more annotations from the rendering pipeline, such
as keypoint poses, athlete classes (player, referee, by-
stander), Jersey numbers, names, pixel segmentations
or pixel depths.
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