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Abstract: Automating care documentation through artificial intelligence (AI), particularly using large language models
(LLMs), has great potential to improve workflow and efficiency in healthcare applications. However, in clin-
ical or care environments where errors can have serious consequences, ensuring the reliability and accuracy
of LLM output is essential. Zero-shot prompting, an advanced technique that does not require task-specific
training data, shows promising results for data extraction in domains where large, well-structured datasets
are scarce. This paper investigates how cross-verification affects zero-shot prompting performance in extract-
ing relevant care indicators from unbalanced nursing documentation. The extraction was evaluated for three
indicators on a dataset of care documentation from 38 participants across two facilities. The results show
cross-verification significantly improves extraction accuracy, particularly by reducing false positives. While
term extraction alone achieved around 80% accuracy, at lower temperature settings (0.1) cross-verification
increased accuracy to 96.74%. However, cross-verification also increased missed terms when no correspond-
ing sentences were found, even though terms were in the ground truth. This study highlights the potential
of cross-verification in care documentation and offers suggestions for further optimization, especially with
unstructured text and unbalanced data.

1 INTRODUCTION

Artificial Intelligence (AI) holds the potential to sig-
nificantly improve healthcare by automating admin-
istrative tasks, supporting diagnostics, and optimiz-
ing patient care (Beck et al., 2023). In the context
of nursing, AI applications could alleviate the bur-
den on healthcare professionals, addressing staffing
shortages while enhancing job satisfaction. AI shows
significant potential in improving clinical documen-
tation, a task that remains both time-consuming and
essential to healthcare operations. The automation of
these processes through AI, particularly using Large
Language Models (LLMs), can streamline workflows
and improve efficiency (Zernikow et al., 2023).

LLMs have demonstrated their ability to assist
in various healthcare tasks, ranging from automating
administrative duties to generating patient informa-
tion and supporting clinical decision-making (Treder
et al., 2024) (Zernikow et al., 2023). However, despite
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their potential, challenges remain in integrating LLMs
into healthcare settings, particularly regarding data
privacy, security, and ethical implications (Park et al.,
2024). Moreover, the issue of ensuring that LLMs op-
erate responsibly and with human oversight is critical,
since errors in clinical environments can have severe
consequences (Sonntagbauer et al., 2023).

One emerging solution to improve the accuracy
and reliability of LLMs is prompt engineering, a tech-
nique that involves carefully designing inputs to guide
the model toward generating desired outputs. One
of the techniques in this field is zero-shot learning,
where LLMs are used to extract relevant informa-
tion without needing prior task-specific example data
(Russe et al., 2024). This method is particularly rel-
evant in nursing documentation, where large volumes
of data must be processed efficiently while maintain-
ing accuracy (Sellemann, 2021). However, ensuring
the precision of zero-shot prompting remains a signif-
icant challenge, necessitating new approaches to en-
hance its performance in real-world applications.

This research explores how cross-verification
techniques can enhance the effectiveness of zero-shot
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prompting for data extraction in nursing documenta-
tion.

Research Question: How does cross-verification
mitigate the challenges of zero-shot prompting in
extracting relevant nursing terms from unbalanced
nursing documentation datasets?

The paper is structured as follows: Chapter 2 dis-
cusses the relevant literature in the area of prompt en-
gineering methods and data extraction using LLMs.
Both classical and modern approaches are reviewed,
particularly in the context of zero-shot prompting and
the use of cross-verification. Chapter 3 describes
the data set and the requirements arising from care
practice and the regulatory framework. Chapter 4
presents the study design, including the methodology
for term extraction and the implementation of cross-
verification. The results of the study are analysed and
discussed in Chapter 5, with a particular focus on the
different types of error and the impact of the different
verification methods. Finally, Chapter 6 highlights the
limitations of the study and possible approaches for
future work.

2 RELATED WORK

2.1 Advancements in Term Extraction

Term extraction, a subset of information extraction, is
a critical task in natural language processing (NLP)
that focuses on identifying and classifying key terms
from text. This process is essential for tasks such as
information retrieval, machine translation, and knowl-
edge discovery (Mansouri et al., 2008).

Early techniques, including Maximum Entropy
models (Chieu and Ng, 2003) and Hidden Markov
Models (Zhou and Su, 2001), were effective in iden-
tifying named entities across various domains but
require extensive manual feature engineering and
struggle with adapting to new domains. With the
advent of deep learning, techniques such as Bidi-
rectional LSTM-CNNs (Chiu and Nichols, 2016)
have achieved state-of-the-art results on named entity
recognition (NER) tasks. However, challenges such
as domain portability, handling nested entities, and
ensuring consistent performance across languages re-
main (Yu et al., 2020).

More recently, LLMs are used for term extrac-
tion, particularly in specialized domains such as
biomedicine. LLM-based systems, like those devel-
oped for biomedical literature (Monajatipoor et al.,
2024), demonstrate the effectiveness of prompt en-
gineering in improving performance, particularly in
low-resource scenarios. Approaches such as NuNER

and GPT-NER (Wang et al., 2023b) (Bogdanov et al.,
2024) have transformed traditional sequence labeling
tasks into text generation tasks, showing significant
promise, especially when external knowledge is in-
tegrated (Bian et al., 2023). LLMs still face chal-
lenges such as hallucination, where models gener-
ate incorrect or irrelevant information, and gaps in
domain-specific knowledge (Wang et al., 2023b). To
address these issues, researchers are exploring strate-
gies like adversarial training and external resource
integration to enhance model robustness (Jin et al.,
2023) (Monajatipoor et al., 2024). Reconfiguration
of NER tasks from sequence labeling to text gener-
ation further improves performance in complex do-
mains (Wang et al., 2023b). Hybrid approaches, that
combine traditional statistical methods with machine
learning models, seek to balance the precision of rule-
based methods with the adaptability and scalability of
machine learning (Yuan et al., 2017). LLMs like GPT-
3.5 have demonstrated high performance in domain-
specific term extraction tasks (Chataut et al., 2024)
(Giguere, 2023).

LLMs have shown particular promise in low-
resource environments (Deng et al., 2022) but still
face challenges such as model bias, robustness, re-
source requirements, and concerns around trans-
parency, privacy and responsible AI (Li et al., 2024).
Nevertheless, LLMs offer a promising avenue for im-
proving the precision and scalability of term extrac-
tion across various domains, including healthcare, le-
gal frameworks, and education (Ding et al., 2023).

2.2 LLMs and Imbalanced Datasets

Imbalanced datasets pose a significant challenge in
NLP, especially in tasks such as text classification,
NER, and information extraction. These datasets
are characterized by a disproportionate distribution
of class labels, where some classes are underrepre-
sented. As a result, machine learning models, in-
cluding LLMs, often struggle to correctly predict the
minority classes, leading to biased and less accurate
results (Cloutier and Japkowicz, 2023). In recent
years, extensive research has focused on addressing
these challenges, particularly in the context of LLMs,
which are known for their ability to handle large-scale
text data.

Developed approaches to mitigate effects of im-
balanced data in LLMs include transfer learning
and fine-tuning. Associated methods such as modi-
fied weighting strategies, particularly in multilingual
models (Jung and van der Plas, 2024), and Deep
One-Class Fine-Tuning (DOCFT) (Bose et al., 2023)
have shown promise in enhancing performance. An-
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other promising approach is LLM-based data aug-
mentation, which involves generating synthetic data
to provide a more diverse and balanced training set.
LLMs, such as GPT-3, have been used to create syn-
thetic samples that enrich underrepresented classes.
This approach has been effectively applied in domains
such as clinical NLP tasks, where unbalanced data is
a common challenge (Cai et al., 2023). Prompt en-
gineering has also emerged as a crucial strategy for
improving LLM performance on imbalanced datasets.
Studies have shown that well-designed prompts can
significantly enhance the model’s ability to generate
accurate predictions for imbalanced data (Kochanek
et al., 2024). Looking forward, the integration of al-
ready mentioned few-shot learning techniques with
LLMs combined with data augmentation and prompt
engineering, has shown great potential in improv-
ing model resilience against imbalanced datasets (Bil-
lion Polak et al., 2024).

2.3 Prompt Engineering

Prompt engineering has emerged as a crucial tech-
nique for optimizing the performance of LLMs across
various domains, including healthcare (Meskó, 2023).
This technique involves the careful design of in-
puts—known as ”prompts”— that guide model out-
puts toward desired results. In healthcare, prompt
engineering is increasingly being applied to support
tasks, such as clinical documentation, by efficiently
extracting and processing relevant information (Jiaqi
et al., 2023).

Various approaches have been developed to im-
prove the effectiveness of prompts. These include
instruction-based, information-based, and reformula-
tion prompts, each employing distinct strategies to
provide models with clear and context-aware instruc-
tions (Rathod, 2024). The goal of these techniques
is to enhance the accuracy and relevance of model
responses. To further improve the effectiveness of
prompt engineering, researchers have introduced sys-
tematic frameworks such as PE2 and CLEAR, which
help optimize prompt clarity, conciseness, and con-
text awareness (White et al., 2023) (Lo, 2023).

A key area where prompt engineering has gained
attention is in the application of few-shot and zero-
shot learning. Few-shot prompting enables models to
perform tasks after being exposed to a limited number
of examples, while zero-shot prompting requires no
task-specific training data, making it highly suitable
for scenarios where labeled data is scarce or unavail-
able (Reynolds and McDonell, 2021) (Zhou et al.,
2022). Zero-shot learning has demonstrated signif-
icant potential in fields such as nursing documenta-

tion, where large datasets often contain unbalanced
distributions of terms, and manual data labeling is im-
practical (Wang et al., 2023a). Despite the promise
of zero-shot prompting, crafting effective prompts
can be time-consuming and complex, requiring care-
ful attention to detail to ensure that the model pro-
duces accurate and meaningful outputs (Wang et al.,
2023a). Researchers have developed innovative tech-
niques, such as inverse prompting and self-adaptive
prompts, which improve the model’s ability to gen-
eralize across tasks and handle complex multimodal
data (Li et al., 2023) (Wang et al., 2023a). These
methods have been particularly effective in refining
zero-shot models for clinical environments.

Finally, ethical considerations such as bias and
transparency are important aspects of prompt engi-
neering. Addressing these concerns will require on-
going efforts and the establishment of ethical guide-
lines for AI in critical healthcare settings (Ahmed
et al., 2024). As the field of prompt engineering con-
tinues to evolve, effective prompting will become an
essential skill for leveraging LMMs full potential in
healthcare and beyond (Lo, 2023).

2.4 Cross-Verification Techniques for
LLMs

The increasing complexity and widespread use of
LLMs have underscored the need for robust verifi-
cation techniques to ensure the accuracy, reliability,
and trustworthiness of these models. Recent research
has explored several cross-verification methods to en-
hance LLM performance by addressing issues such
as hallucination, reasoning accuracy, and factual con-
sistency (Kang et al., 2023) (Dhuliawala et al., 2023).
Cross-verification, in this context, involves using mul-
tiple independent processes or models to verify the
outputs of an LLM, ensuring higher fidelity and re-
ducing the likelihood of incorrect or misleading in-
formation. Prominent approaches like real-time ver-
ification and rectification, where verification steps
are incorporated during the generation of text, re-
duce hallucinations by continuously validating out-
puts against established facts or external knowledge
sources (Kang et al., 2023). Semantic-aware cross-
checking techniques are used to detect hallucinations
and inconsistencies in LLM outputs by comparing se-
mantic information across different sections of gen-
erated content and the input prompt (Zhang et al.,
2023). The MILL framework, which applies cross-
verification in zero-shot query expansion by allowing
LLMs to mutually verify their generated queries (Jia
et al., 2023), ensures that the LLM-generated expan-
sions are consistent and factual across multiple itera-
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tions. Another key technique is chain-of-verification
(CoVe), which ensures that an LLM’s initial response
undergoes subsequent verification stages to validate
its correctness and consistency (Dhuliawala et al.,
2023). CoVe has been particularly effective in im-
proving factuality in complex tasks, such as question
answering and reasoning, by employing a multi-step
process that cross-checks model-generated outputs.

3 MATERIAL AND METHODS

3.1 Nursing Professional Requirements

As part of a preliminary study, 18 nursing profes-
sionals (age: 41.19± 11.30 years, work experience:
15.69 ± 9.58 years) from two long-term care facil-
ities were surveyed regarding their views on what
an optimal intervention component for care planning
should look like. The methodology used was Cultural
Probes, where the nursing professionals could select
various components from the areas of intervention de-
scription, reasons for the intervention, and represen-
tation of recommendation level (see Figure 1).

Figure 1: Excerpt from the results of the cultural probes
preliminary study.

For the design of the presented system, the com-
ponent reasons for the intervention was of particular
importance. Participants were provided with four dif-
ferent presentation formats, ranging from a very com-
pact information representation to a detailed elabora-
tion. Overall, 69.45% of the participants preferred
the most detailed version. Additionally, participants
could leave comments on their selection using Post-
it notes (see Figure 1). Thematic analysis of partici-
pant responses identified three key areas: the impor-
tance of clear and structured presentation, the neces-
sity of integrating nurse documentation excerpts, and
a preference for concise yet detailed descriptions of
care measures and topics. Based on the findings, two
functional requirements for the approach were estab-
lished:

• Extraction of defined values for specific indica-
tors, even if these values do not exactly match the
notation used in the source text.

• Extraction of verbatim quotations from the text
source corresponding to each specific value iden-
tified.

3.2 Language Model Requirements

Besides the nursing professional requirements, the ex-
traction approach must satisfy three core criteria: lan-
guage applicability, data privacy, and computational
feasibility.

In terms of language applicability, the following
points were of particular importance: The model was
required to accommodate German texts, including
those pertaining to nursing care terminology, given
that the dataset comprised documents from German
care facilities. The second requirement was data pri-
vacy. In light of the necessity for GDPR compliance,
cloud-based models such as Chat-GPT4 were deemed
unsuitable. It was imperative that an on-premises
model be utilized to guarantee comprehensive control
and data security. The model’s size and computational
requirements were also taken into consideration. The
model had to strike a balance between performance
and computational efficiency. It needed to be suffi-
ciently large to accommodate complex language pro-
cessing, yet still feasible for local deployment within
hardware limits.

3.3 Dataset Description

The dataset used in this study was collected as
part of the ViKI pro research project (grant number
16SV8870) and consists of nursing documentation
data from 38 participants across two nursing facili-
ties. The data were manually pseudo-anonymized by
the quality managers of these facilities, with identi-
fiable information such as the first and last names of
residents and their relatives removed. Each resident
gave their written consent.

The nursing documentation data used for eval-
uation were derived from the ”Structured Informa-
tion Collection” (Strukturierte Informationssamm-
lung, SIS). The SIS integrates the self-assessment of
the care recipient with the professional assessment of
the caregiver. The SIS covers the following domains:
What is on your mind? What can we do for you?
What brings you to us? (Topic 0), Cognitive and com-
municative abilities (Topic 1), Mobility and physical
agility (Topic 2), Disease-related requirements and
burdens (Topic 3), Self-care (Topic 4), and Social re-
lationships and interactions (Topic 5). For inpatient
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care, an additional category, ”Living/Domestic Envi-
ronment (Topic 6)” is included. Furthermore, the care
recipient is asked initially about their current concerns
or needs, resulting in a total of seven domains (see ex-
ample in Figure 3).

A total of 266 SIS topics were evaluated. The av-
erage number of words in the topic areas varied from
12.55 ± 17.85 for topic area 6 to 105.66 ± 46.55 for
topic area 4 (see Table 1).

Table 1: Average number of words in the SIS, broken down
by subject area.

SIS topic Word Count {Mean ± Std}
0 25.21 ± 23.79
1 88.89 ± 54.29
2 98.24 ± 53.26
3 69.94 ± 39.21
4 105.66 ± 46.55
5 29.11 ± 32.24
6 12.55 ± 17.85

4 STUDY DESIGN

Based on the requirements derived in Chapter 3.1, the
extraction of predefined values and corresponding lit-
eral citations from the subject areas of the SIS for spe-
cific indicators was established as a core objective of
this study. Figure 2 illustrates the desired outcomes
derived from the needs of caregivers.

Figure 2: Presentation of the desired outcomes derived from
the needs of the caregivers.

To achieve the desired outcome, a system was
designed leveraging LLMs in combination with tra-
ditional post-processing techniques in Python. The
proposed approach comprises five key components,
which together ensure both the extraction and valida-

tion of data to meet the specified requirements (see
Figure 3). The components of the system are as fol-
lows:

1. A language model that extracts terms from the SIS
subject areas and maps them to predefined nota-
tions.

2. A Python-based post-processing pipeline that val-
idates and corrects the language model’s output to
ensure data format consistency.

3. A language model that retrieves the literal cita-
tions from the SIS subject areas corresponding to
the extracted terms.

4. A cross-verification pipeline implemented in
Python to ensure that each extracted term has an
appropriate corresponding literal citation.

5. A Python function that formats the final verified
results and delivers them to the caregiver in the
required format.

This methodology was applied to analyze three
key indicators: mobility aid, transfer aid, and visual
aid. Each indicator has specific term keys associated
with possible values, as outlined in Table 2.

Table 2: Overview of the analyzed indicators with their term
keys and values (overview in English, used in the original
prompt in German).

Indicator Name Term Key Value Options
Mobility Aid walk Walking Stick, Crutches, Rollator

Wheelchair, E-Wheelchair
None

Transfer Aid transfer Transfer Belt, Turntable, Slide
Board, Slide Mat, None

Visual Aid see Eyeglasses, Reading Glasses,
Magnifier, Contact Lenses, Other,
None

4.1 Formulation of Prompts

As described in the previous chapter, the system con-
sists of two language models. For each language
model, a system prompt and a user prompt are de-
fined. The system prompt provides fixed instructions
created by the developers to constrain the responses
of the LLM, specifically in terms of scope, task, con-
text, and style. The user prompt, in contrast, is the
request made by the user to the LLM.

4.1.1 Term Extraction

The Term Extraction task utilized zero-shot prompt
engineering, where a carefully designed system
prompt and user prompt were employed to extract
terms related to specific indicators. The system
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Figure 3: Schematic representation of the presented approach.

prompt instructed the model to act as an assistant, an-
swering questions strictly based on explicit informa-
tion available in the text.

The system prompt was developed iteratively
through a process of trial and adjustment. Vari-
ous prompts were tested based on the plan-and-solve
(PS) prompting approach, as proposed by Wang et al.
(2023). PS prompting is a zero-shot method designed
to enhance the reasoning capabilities of LLMs, par-
ticularly for solving complex, multi-step tasks. The
method instructs the LLM to first devise a plan, break-
ing the task into smaller subtasks, followed by exe-
cuting each subtask according to the plan. After each
test run, difficulties encountered with the prompt were
evaluated and necessary adjustments were made.

Ultimately, a system prompt consisting of five key
components was finalized (see Figure 4), as described
below:

1. Role Specification: This section defines the role
of the LLM. By assigning the role of an ”assis-
tant,” the model is directed to provide structured
and context-aware responses. This ensures the
model responds to prompts while focusing on spe-
cific contexts and maintaining consistency.

2. Response Format: The model is instructed to
provide answers in a multiple-choice format, with
the possibility of selecting more than one cor-
rect answer. This format aligns with the study’s
methodology, where certain indicators (e.g., mo-

bility aids) may have multiple correct answers
based on the context. Additionally, the re-
sponse is required to be formatted in JSON
with two keys: correct answer id (a list of
integers representing selected answer IDs) and
correct answer str (a list of corresponding an-
swer strings). This structured format facilitates
machine-readability and efficient post-processing.

3. Strictness: The model is explicitly instructed to
base its responses only on information that is
clearly mentioned in the text. Assumptions or in-
terpretations beyond the provided content are not
allowed. This restriction ensures that the model
adheres to factual extraction, avoiding any specu-
lative or creative responses.

4. Handling Absence of Relevant Information:
When no relevant information (such as mobility
aids or other indicators) is found in the context,
the model is required to select ’None’. This en-
sures that missing data is explicitly accounted for,
preventing the model from making incorrect as-
sumptions when information is absent.

5. Justification with Explanation: After producing
the JSON output, the model must include a justi-
fication paragraph starting with the word ”Expla-
nation.” This paragraph should clearly explain the
reasoning behind the selected answers, providing
transparency and insight into the decision-making
process based on the context provided in the text.
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Figure 4: Final system prompt that was used for term ex-
traction. Note: Prompt was translated into English, in the
original language being German.

In addition to the system prompt, a user prompt
is used to directly query the language model for spe-
cific information. The user prompt can also be broken
down into five components.

1. Context Introduction: This part of the prompt
introduces the specific context for the language
model by referencing the sis topic, which pro-
vides a description of the resident for one SIS sub-
ject.

2. Targeted Question: The model is instructed to
focus on a specific category of aids, as indicated
by the term key. This key is dynamically substi-
tuted with terms such as ”walk,” ”see,” or ”trans-
fer” (see Table 2), depending on the specific indi-
cator being queried.

3. Answer Options: The model is provided with
a predefined set of possible answer options re-
lated to the indicator. For example, for mobility
aids, the options might include ”walking stick,”
”crutches,” or ”none” (see Table 2). By giving
the model these specific choices, the output is
constrained to these values, making the response
more structured and easier to process.

4. Step-by-Step Reasoning: This instruction
prompts the LLM to engage in step-by-step
reasoning. Encouraging the model to take this
structured approach to problem-solving improves
its performance on more complex, multi-step
tasks by forcing it to break down the task and
consider the evidence more carefully.

5. Focusing on Explicit Information: This final
instruction reinforces the constraint that the lan-
guage model should only extract terms that are ex-
plicitly mentioned in the resident’s description. It
ensures that the model doesn’t speculate or infer
beyond what is clearly stated in the text.

Figure 5: Final user prompt that was used for term ex-
traction. The placeholder are described in Table 2. Note:
Prompt was translated into English, in the original German.

4.1.2 Processing

The Processing function consisted of a post-
processing pipeline that verifies the output of the
term extraction LLM. If the output was either not
in valid JSON format or returned an empty list, the
pipeline automatically filled the list with the value
["None"]. This approach ensured that incomplete
responses from the model were systematically ad-
dressed, reducing the likelihood of false negatives.

4.1.3 Sentence Extraction

The Sentence Extraction system prompt employs a
comparable structure to that of the term extraction
system, comprising the following components: (1)
Role Specification, (2) Response Format, (3) Strict-
ness, and (5) Justification with Explanation. In con-
trast to the extraction term, no instructions are pro-
vided regarding the handling of missing information.
In this case, an empty list is to be returned, rather than
a specific value (see Figure 6).

Figure 6: Final system prompt that was used for sentence
extraction. Note: Prompt was translated into English, in the
original German.

The user prompt employs the same scheme as the
one used for term extraction, with slight adaptations
to the wording. The only difference is that the answer
options have been replaced with the output values of
the processing function (see Figure 7).
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Figure 7: Final user prompt that was used for sentence ex-
traction. Note: Prompt was translated into English, in the
original German.

4.1.4 Cross-Verification

The Cross-Verification function enhances the preci-
sion of the results through a sentence-level verifica-
tion process that leverages the output of the sentence
extraction function. In the absence of explicit sen-
tences containing the extracted term, the correspond-
ing value is reset to "None". This verification step
introduces an additional layer of accuracy to the ex-
traction process.

4.2 Running of Prompts

To meet the outlined requirements, the multilingual
state-of-the-art Llama 3.1-8B model was selected. It
was chosen specifically for its strong performance in
handling diverse linguistic challenges, including the
German language. Despite the relatively smaller pro-
portion of German data, the model’s extensive train-
ing ensures a sufficient understanding of the nuances
required for interpreting German, including domain-
specific terminology used in nursing care. Addition-
ally, the model’s architecture allowed for flexible de-
ployment, including local execution, which was es-
sential for meeting GDPR compliance. To address
the computational requirements, the model was con-
figured to operate in a lower precision 4-bit mode,
reducing the GPU memory requirements from 38.4
GB to approximately 4.8 GB. This configuration en-
abled efficient operation while retaining the perfor-
mance necessary for the accurate extraction of terms
from nursing documentation.

The formulated prompts were executed in
a self-written Python script utilizing the trans-
former pipeline of Hugging Face. The model id
meta-llama/Llama-3.1-8B-Instruct, with its de-
fault parameters, was used. The sole exception was
the temperature parameter, for which a series of
values were evaluated during the course of the ex-
periment.The choice of temperature parameters plays
a crucial role in adjusting the behavior of language
models, particularly in controlling the diversity and
creativity of generated outputs. In this study, tem-

peratures were varied to determine the optimal value
for extracting nursing indicators. For term extrac-
tion, temperatures of 0.1, 0.3, and 0.5 were tested.
Lower temperatures (especially 0.1) were chosen to
minimize output variability and maximize precision,
as the model focuses more on the given context and
is less likely to generate creative or ”hallucinated”
terms. For sentence extraction, a broader range of
temperatures (0.1, 0.3, 0.5, 0.7, and 1.0) was tested to
explore how model creativity impacts sentence veri-
fication. Higher temperatures (e.g., 0.7 or 1.0) were
included to help the model identify alternative or im-
plicit formulations that may not exactly match the
extracted terms but carry the same meaning, partic-
ularly in cases where subtle or indirect references are
present in the text.

4.3 Analysis of Prompts

Chapter 5 analyses the results of the term extrac-
tion experiments under different temperature settings
(see Chapter 4.2) with and without cross-verification.
First, the effect of temperature on the accuracy of term
extraction is analysed. Different temperature param-
eters are compared in order to identify the optimal
conditions for the most accurate extraction. The er-
ror categories described in Table 4 are then analysed
in detail. This analysis includes the most common
types of errors that occurred during term extraction
and their distribution under the different temperature
settings. The influence of the processing step (see
also Figure 3) on the reduction of these errors is then
analysed. The extent to which static post-processing
has improved the consistency and accuracy of the re-
sults, irrespective of the temperature settings used, is
assessed. Finally, the effect of cross-verification is
analysed. Here, the temperature for term extraction
was set to the determined optimum (0.1), while dif-
ferent temperatures were used for sentence extraction.
The effect of cross-verification, which is strongly de-
pendent on the output of the sentence extraction (see
Figure 3), is evaluated in terms of the improvement
in overall accuracy and the reduction in false-positive
extractions.

5 FINDINGS AND DISCUSSION

In this study, the results were evaluated in comparison
to a manually annotated benchmark dataset. For each
of the three processing steps that directly affected the
final response of the extracted terms (term extraction,
processing and cross-verification), the number of cor-
rectly extracted terms was calculated as a proportion
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Table 3: Resulting error categories. The table presents different error cases that can occur when an LLM extracts terms from
texts and compares them to the Ground Truth.

Error Category
(Abbreviation)

Description Output
Method

Ground
Truth

’None’ extracted but
term in Ground Truth
(NETGT)

A term was not extracted, although it is
present in the Ground Truth.

[“None”] [“Wheelchair”]

Term extracted but
Ground Truth is
’None’ (TEGTN)

A term was extracted, although it is not
present in the Ground Truth.

[“Wheelchair”] [“None”]

Missing Values
(MV)

One or more terms from the Ground Truth
are missing in the extraction.

[“Wheelchair”] [“Wheelchair”,
“Walker”]

Too Many Values
(TMV)

More terms were extracted than are present
in the Ground Truth.

[“Wheelchair”,
“Walker”]

[“Wheelchair”]

Empty List (EL) An empty list was returned, although the
Ground Truth contains the value ”None”.

[] [“None”]

of the total number of 266 sis topics. The benchmark
dataset comprises an imbalanced distribution of the
analyzed indicators and their corresponding values, as
shown in Table 4.

Table 4: Overview of the number of occurring indicator
terms per SIS subject area.

SIS Topics
0 1 2 3 4 5 6

None 112 90 78 113 113 113 114
Rollator 2 1 24 0 0 0 0
Wheelchair 0 1 17 0 1 1 0
E-Wheelchair 0 0 1 0 0 0 0
Crutches 0 0 1 0 0 0 0
Walking Stick 0 0 3 0 0 0 0
Eyeglasses 0 17 0 1 0 0 0
Reading Glasses 0 5 0 0 0 0 0
Magnifier 0 1 0 0 0 0 0
Slideboard 0 0 2 0 0 0 0

5.1 Term Extraction and Processing

5.1.1 Accuracy Analysis at Different
Temperature Values

Figure 8 (top) shows the accuracy analysis results for
aid extraction at different temperature values. The
analysis focuses on Transfer Aids, Mobility Aids,
and Visual Aids indicators, with the highest accuracy
achieved at a temperature of 0.1.The highest accuracy
values were achieved at a temperature of 0.1 across
all indicators, particularly for Visual Aids. For Trans-
fer and Mobility Aids, accuracy decreased as the tem-
perature increased, while Visual Aids maintained rel-
atively high accuracy across all temperature settings.
Figure 8 illustrates these trends in detail. These ob-
servations are corroborated by the overall accuracies

across all indicators, as illustrated in Table 5. Process-
ing consistently shows higher accuracy values com-
pared to term extraction, especially at higher temper-
atures.

Figure 8 (bottom) illustrates the accuracy achieved
in processing the identical indicators and tempera-
tures, as previously demonstrated in the analysis of
results pertaining to term extraction. Subsequently,
the results are compared with those of the term extrac-
tion in order to identify any improvements. Mobility,
and Visual Aids indicators shows that processing con-
sistently outperforms term extraction across all tem-
perature settings. For all indicators, accuracy is high-
est at 0.1, with improvements in processing accuracy
ranging from slight increases at lower temperatures
to more significant gains at higher temperatures. Vi-
sual Aids consistently demonstrated the highest ac-
curacy overall. The average accuracies of processing
and term extraction for all indicators, as summarized
in Table 5.

Table 5: Overall accuracy of term extraction and processing
at different temperature settings (0.1, 0.3 and 0.5).

0.1 0.3 0.5
Term Extraction 80.95 75.56 71.55
Processing 81.83 80.45 78.57

5.1.2 Analysis of Error Types and Processing
Effects

The error analysis of term extraction and processing
was carried out using the indicators defined in Table
2 and the error categories listed in Table 3 were used
to analyse the errors. The analysis includes the most
common types of errors that occurred during the ex-
periments and compares their occurrence at different
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Figure 8: Comparison of the accuracy of term extraction
and processing at three different temperatures (0.1, 0.3, 0.5)
for the Transfer, Mobility and Visual Aids indicators.

temperature settings (0.1, 0.3 and 0.5) for term ex-
traction and after processing. NETGT does not occur
at the lower temperatures (0.1), but occurs sporadi-
cally at the higher temperatures (0.3 and 0.5). This
error remains in the processing as the step does not
explicitly validate the extraction. TEGTN is the most
common error across all temperature settings. Here
the model extracts terms that are not present in the
ground truth. It is clear that the error increases at
higher temperatures (0.5). The processing step has
no effect on this error as the incorrect extractions are
not corrected. MV remains constant over all tempera-
tures, as the model correctly extracts most of the val-
ues in the analysed cases, but does not identify in-
dividual terms. In these cases too, processing does
not lead to any improvement. TMV occurs only at
higher temperatures (0.5) and indicates an increasing
uncertainty of the model when it extracts too many
terms. Processing cannot eliminate this error either.
EL, where the model returns an empty list instead of
’None’, increases significantly with increasing tem-
perature. The error rarely occurs at a temperature of
0.1, but more frequently at 0.3 and especially at 0.5.
In processing, this error is completely corrected by
systematically filling in missing terms with ’None’.

Overall, the error analysis shows that higher tem-
peratures have a negative impact on the accuracy of
term extraction, as the number of misclassifications
(especially TEGTN and EL) increases with increas-
ing temperature. The processing specifically targets
the elimination of the EL category and can completely
correct it.

Table 6: Error analysis for ”Term Extractor” and ”Pro-
cesses” compared to ”Ground Truth” across different tem-
perature settings (0.1, 0.3, 0.5).

Error Type Method 0.1 0.3 0.5
NETGT Term Extractor - 1 1

Processes - 1 1
TEGTN Term Extractor 133 143 157

Processes 133 143 157
MV Term Extractor 8 8 8

Processes 8 8 8
TMV Term Extractor - - 4

Processes - - 4
EL Term Extractor 7 39 56

Processes - - -

5.2 Cross Verification

5.2.1 Accuracy Analysis at Different
Temperature Values

Figure 9 and Table 7 present the accuracy analysis
of cross-verification at various temperatures for the
Transfer Aids, Mobility Aids, and Visual Aids indi-
cators. All three indicators maintained high accu-
racies across all temperatures. The overall accuracy
improved significantly with cross-verification, reach-
ing up to 96.74%, a significant improvement over the
term extraction and processing results, which aver-
aged at 80.20% and 81.58%, respectively.

Figure 9: Comparison of cross-verification accuracies at
varying sentence extraction temperatures (0.1, 0.3, 0.5, 0.7
and 1.0) and a term extraction temperature of 0.1 for the
Transfer Aids, Mobility Aids and Visual Aids indicators.

Table 7: Overall accuracy of ”Term Extractor” (TE), ”Pro-
cesses” (P), and ”Cross-Verification” (CV) at different tem-
peratures. The values for term extraction and processing
marked with * were used with a fixed temperature of 0.1 for
all cross-verification approaches.

0.1 0.3 0.5 0.7 1.0
TE 80.95* 80.70* 81.45* 80.20* 81.58*
P 78.20* 81.70* 82.58* 81.58* 82.33*
CV 95.99 95.86 96.24 96.74 95.61
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5.2.2 Analysis of Error Types and
Cross-Verification Effects

The comparative analysis of errors in cross-
verification, term extraction and processing is pre-
sented in Table 8. It is important to highlight
that the temperature values shown relate to the Sen-
tence Extractor and therefore directly influence cross-
verification, as this method makes a correction based
on the extracted sentences. It should be noted that
NETGT does not occur in term extraction and pro-
cessing. However, cross-verification shows that this
error occurs at all analysed temperatures of the Sen-
tence Extractor (0.1 to 1.0).

In contrast, TEGTN remains high across all
temperatures in both term extraction and process-
ing. Cross-verification reduces this error signifi-
cantly. This suggests that cross-verification improves
the ability to identify and correct erroneously ex-
tracted terms, especially at moderate temperature set-
tings in the Sentence Extractor. MV is a relatively
constant occurrence during the process of term ex-
traction and processing, irrespective of temperature.
In cross-verification, the Sentence Extractor results in
a slight reduction in this error. The occurrence of
EL, where no terms were extracted, has been elimi-
nated during cross-verification as a result of the im-
plemented processing correction.

In conclusion, cross-verification has been demon-
strated to result in a notable reduction in TEGTN er-
rors and to play a contributory role in the reduction
of MV errors (see Figure 10). However, it should
be noted that NETGT errors do occasionally occur,
which is not the case with the other aforementioned
methods. Furthermore, the results demonstrate that
there is no notable discrepancy in performance across
different temperatures when utilising the Sentence
Extractor.

Figure 10: Number of errors per category for ‘Term Ex-
tractor’, ‘Processes’, and ‘Cross-Verification’ compared to
‘Ground Truth’ at a sentence extraction temperature of 0.7
and a fixed term extraction temperature of 0.1.

Table 8: Error analysis for ”Term Extractor” (TE), ”Pro-
cesses” (P), and ”Cross-Verification” (CV) compared to
”Ground Truth” across varying sentence extraction temper-
atures (0.1, 0.3, 0.5, 0.7 and 1.0) and a term extraction tem-
perature of 0.1.

Error Type Method 0.1 0.3 0.5 0.7 1.0
NETGT TE - - - - -

P - - - - -
CV 19 23 17 15 23

TEGTN TE 133 133 139 145 140
P 133 133 139 145 140
CV 4 4 6 3 5

MV TE 8 7 7 9 8
P 8 7 7 9 8
CV 7 5 5 7 6

EL TE 7 8 7 11 6
P - - - - -
CV - - - - -

6 CONCLUSIONS

The objective of this study was to address the follow-
ing research question: How does cross-verification
mitigate the challenges of zero-shot prompting in ex-
tracting relevant nursing terms from unbalanced nurs-
ing documentation datasets? The findings demon-
strate that cross-verification significantly enhances
the accuracy of zero-shot prompting by reducing the
number of false-positive extractions and increasing
overall precision in the identification of key nursing
indicators. In particular, cross-verification was shown
to be an effective method for validating model out-
puts, particularly in the context of unstructured nurs-
ing documentation, where the lack of well-formed
datasets presents a significant challenge for conven-
tional extraction methods.

The analysis demonstrates that the incorporation
of cross-verification enables the model to reduce the
number of incorrect extractions, such as falsely iden-
tified terms, and to enhance the overall accuracy of
the extraction process by up to 96.74%. However, the
study also revealed that while cross-verification im-
proved accuracy, it introduced a trade-off in that the
likelihood of missed terms increased when no corre-
sponding sentence was found, despite the terms being
present in the ground truth. This indicates that the
current form of cross-verification may be unduly re-
strictive in certain cases, particularly in the context of
complex or implicit textual data.

In conclusion, this research presents a promis-
ing approach for automating care documentation us-
ing AI, particularly through the combination of zero-
shot prompting and cross-verification. Although the
method shows significant advances in data extrac-
tion from uneven nursing documentation, further en-
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hancements are essential to address the constraints
observed in handling implicit or absent sentence con-
nections. Further research should concentrate on op-
timising cross-verification techniques and investigat-
ing methods of reducing the risk of missed extractions
without compromising overall accuracy.

6.1 Limitations

While the combination of zero-shot prompting and
cross-verification has yielded promising results, it is
important to acknowledge the limitations of this ap-
proach.

The issue of data imbalance must also be ad-
dressed. The dataset was characterised by a signifi-
cant prevalence of ’None’ values, which resulted in
the underrepresentation of certain key indicators. Al-
though cross-verification proved effective in reducing
false-positive extractions, it also increased the proba-
bility of failing to identify relevant terms when they
were present in the ground truth. This suggests that
the current implementation of cross-verification may
be insufficient for handling rare or less frequent in-
dicators in unbalanced datasets. One potential solu-
tion would be to augment the dataset with synthetic
examples in order to provide better coverage of the
terms that are underrepresented. The model exhib-
ited constraints in its capacity to process text of vary-
ing degrees of complexity. It demonstrated a no-
table challenge in processing highly unstructured or
complex nursing documentation, wherein terms were
mentioned indirectly or not clearly linked to a specific
sentence. This limitation was particularly evident in
instances where sentence-level cross-verification was
unable to discern implicit associations between terms
and their corresponding textual passages. To address
this limitation, the development of more sophisticated
algorithms capable of understanding context beyond
sentence boundaries may be required, such as seman-
tic search or advanced contextual analysis. Although
cross-verification proved beneficial for improving the
precision of term extraction, its strictness at the sen-
tence level resulted in an elevated number of omit-
ted terms. In instances where an exact matching sen-
tence could not be identified, despite the term being
present in the text, the model rejected the extraction.
This indicates that the existing approach to sentence-
level cross-verification is unduly inflexible and may
result in the loss of valuable information. Subsequent
versions of this methodology may incorporate a more
flexible verification process, potentially enabling the
identification of approximate matches or the utilisa-
tion of multi-sentence context. The extent to which
the findings can be generalised. The findings pre-

sented in this study are based on a dataset derived
from German nursing documentation. It is therefore
not possible to ascertain the extent to which the re-
sults can be generalised to other languages, domains
or types of documentation. Further validation of the
methodology in different contexts is required to con-
firm its broader applicability, particularly in settings
with different documentation structures or regulatory
requirements.

6.2 Future Work

In light of the findings and limitations of this study, a
number of avenues for future research are proposed
with a view to further refining and expanding the
methodology presented.

The refinement of cross-verification techniques is
a key objective. One of the principal challenges iden-
tified was the inflexibility of sentence-level cross-
verification, which resulted in the omission of terms
when no exact sentence match could be identified, de-
spite their presence in the text. It would be benefi-
cial for future research to concentrate on the creation
of a more adaptable cross-verification strategy. This
could entail context-based or semantic-level verifica-
tion, whereby the model can verify terms by consider-
ing broader text passages or even multi-sentence con-
text. The integration of semantic search algorithms
or similarity-based matching techniques could enable
the system to identify implicit relationships between
terms and the corresponding sentences, thereby re-
ducing the probability of missed terms. The poten-
tial for generalization to other domains is an avenue
for future research. Although this study concentrated
on German nursing documentation, it is vital to as-
certain the viability of the proposed methodologies
in other domains and languages. It would be bene-
ficial for future research to extend the methodology
to datasets from other fields, such as legal documents,
technical manuals, or educational content, in order to
assess the robustness and flexibility of the approach.
Such an approach would not only validate the model’s
performance in diverse environments but also help
to identify potential domain-specific challenges that
may arise. Although zero-shot prompting demon-
strated potential in this study, integrating few-shot
learning techniques could further enhance the model’s
performance. The provision of a limited number of
examples, particularly for ambiguous or less common
terms, could assist the model in developing a more
comprehensive understanding of the task and thereby
enhance its extraction accuracy. The application of
few-shot learning techniques could prove particularly
advantageous in addressing the challenges posed by
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complex text structures and rare terms, which were a
significant limitation of the zero-shot approach. Fur-
ther research could examine the potential of integrat-
ing few-shot examples into the extraction process in
a dynamic manner, with the objective of achieving an
optimal balance between the required training effort
and the desired model improvement. Furthermore,
the existing post-processing pipeline was primarily
concerned with rectifying formatting inconsistencies
and supplementing absent terms with the designation
”None.” Further research could examine more sophis-
ticated post-processing techniques that extend beyond
mere corrections. For instance, the incorporation of
rule-based systems or secondary machine learning
models could assist in the further refinement of ex-
tracted terms, through the verification of their con-
sistency or cross-referencing with external knowledge
sources. This may enhance the overall robustness and
reliability of the term extraction process.
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Madej, M., Jȩdrzejewski, D., Kazienko, P., and
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Zernikow, J., Grassow, L., Gröschel, J., Henrion, P., Wet-
zel, P. J., and Spethmann, S. (2023). Anwendung von
”large language models” in der Klinik. Die Innere
Medizin, 64(11):1058–1064.

Zhang, J., Li, Z., Das, K., Malin, B. A., and Kumar,
S. (2023). Sac3: Reliable Hallucination Detection
in Black-Box Language Models via Semantic-aware
Cross-check Consistency. Conference on Empirical
Methods in Natural Language Processing.

Zhou, C., He, J., Ma, X., Berg-Kirkpatrick, T., and Neubig,
G. (2022). Prompt Consistency for Zero-Shot Task
Generalization. Conference on Empirical Methods in
Natural Language Processing.

Zhou, G. and Su, J. (2001). Named entity recognition us-
ing an HMM-based chunk tagger. In Proceedings of
the 40th Annual Meeting on Association for Compu-
tational Linguistics - ACL ’02, page 473. Association
for Computational Linguistics.

HEALTHINF 2025 - 18th International Conference on Health Informatics

128


