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Abstract: Machine learning can automatically conduct the layer segmentation task of retinal optical coherence tomog-
raphy (OCT) image, but annotated data is required to train these models. Synthetic retinal OCT images are
generated using denoising diffusion probabilistic models (DDPMs), which can be used to train segmentation
models effectively and automatically create annotated data. However, the extent to which these synthetic im-
ages contribute to segmentation accuracy compared to real data has not been investigated. In this study, we
synthesized retinal OCT images from sketch images using DDPMs, trained a segmentation model using syn-
thetic and real images, and evaluated how the use of synthetic images influenced the accuracy of choroidal
and retinal layer segmentation compared to results using only real images. Through a comparison of the Dice
score, we confirmed that training with both synthetic and real OCT images led to higher Dice scores than train-
ing with only real OCT images. These findings suggest that using synthetic images can enhance segmentation
accuracy, offering a promising approach to improving model performance in situations with limited annotated
real data.

1 INTRODUCTION

The human retina is a collection of thin layers that
line the inner wall of the eye, and it is a vital or-
gan that receives light information from outside and
converts it into visual information. It is widely rec-
ognized that the thickness of retinal layers is associ-
ated with various diseases. For instance, the thick-
ness of the choroid, which underlies the retina, is
also associated with certain diseases and increases
the likelihood of early-atrophic age-related macular
degeneration (Sigler et al., 2014). Tomographic im-
ages essential for diagnosing retinal diseases are ob-
tained through optical coherence tomography (OCT),
a technology widely applied in ophthalmology and
other fields. OCT is a non-invasive technique used
to obtain information about the refractive index struc-
ture within biological tissues. OCT can capture high-
resolution internal tissue structures without the need
for complex algorithms (Schmitt, 1999).

Usually, the retinal layers in an OCT image are

a https://orcid.org/0009-0008-5579-8116
b https://orcid.org/0000-0002-6216-4911
c https://orcid.org/0000-0002-7846-7677

manually segmented by an ophthalmologist to mea-
sure the thickness of the layers. However, manual seg-
mentation is highly complex and time-consuming (Ye
et al., 2023). Therefore, automatic segmentation us-
ing machine learning has been widely studied in re-
cent years (He, 2021). Machine learning models
for segmentation are usually supervised learning, and
the supervised learning model requires an annotated
dataset. For this reason, annotated datasets such as the
COCO dataset (Lin et al., 2014), which contains over
200k labelled images for segmentation tasks, and the
Open Images v4 Dataset (Kuznetsova et al., 2020),
which contains 9.2M images, are publicly available
and are widely used for training models. Therefore,
automatic segmentation using machine learning re-
quires a sufficiently annotated dataset for training,
but annotated medical image datasets are usually very
limited (Wang et al., 2021). Hence, research has been
carried out to generate synthetic images correspond-
ing to the ground-truth label using generative models.

Generative adversarial networks (GANs) (Good-
fellow et al., 2014) have shown remarkable results in
various generative tasks and have been used in various
settings. It is used for various medical imaging tasks,
such as synthesizing retinal OCT images (Zheng
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et al., 2020) and brain tumor MR images (Mukherk-
jee et al., 2022). The flow-based model (Rezende and
Mohamed, 2015) can directly learn the data distribu-
tion of the training data, enabling the rapid generation
of many images. It has been used in applications such
as the reconstruction of CT and MR images (Denker
et al., 2021), as well as synthesizing of chest X-ray
images (Hajij et al., 2022). While GAN can synthe-
size high-quality images, it is known to suffer from
”mode collapse,” in which the model becomes unsta-
ble during training and synthesizes images only sim-
ilar to those in the input data. The flow-based model
demonstrates stable training, but the quality of the
generated images is low (Xiao et al., 2021).

Most recently, denoising diffusion probabilistic
models (DDPMs) (Ho et al., 2020) have emerged
as one of the most promising generative models,
known for their stability during training and their
ability to produce high-quality data. Unlike GAN
and the flow-based model, DDPMs demonstrate sta-
ble learning and consistently generate higher-quality
images, while also being capable of generating di-
verse data without causing ”mode collapse” (Dhari-
wal and Nichol, 2021; Müller-Franzes et al., 2023;
Xiao et al., 2021). DDPMs have successfully syn-
thesised high-quality microscopy images from simple
structural sketches for cell tracking tasks (Eschweiler
et al., 2024; Yilmaz et al., 2024). Previous studies
have also used DDPMs to generate annotated datasets
to train segmentation models, improving the accuracy
of automatic layer segmentation in retinal OCT im-
ages (Wu et al., 2024). As suggested in (Eschweiler
et al., 2024; Yilmaz et al., 2024; Wu et al., 2024),
it is important to evaluate the generated biomedical
images directly with the downstream task, such as
segmentation and tracking. However, since synthetic
data is not real data but artificially generated, it is nec-
essary to evaluate the extent to which synthetic data
can substitute for real data. In this study, we assess the
quality of DDPM-generated images by evaluating the
performance of a layer segmentation model trained on
synthetic retinal OCT images and comparing it with a
model trained on real retinal OCT images.

2 METHODS

2.1 Denoising Diffusion Probabilistic
Models

There are two processes in the DDPMs training phase.
The first is the diffusion process, which progressively
adds noise to the original image—the image we want
to train—until it becomes “pure noise,” meaning it no

longer retains any information about the original im-
age. The second is the reverse process, which reverses
the diffusion process by removing noise to reconstruct
the original image. Figure 1a illustrates the training
pipeline, where X0 represents the retinal OCT image,
and T denotes the total number of time steps during
which noise accumulates. The noise is determined at
each time according to the following equation 1.

q(xt |xt−1) := N
(

xt ;
√

1−βt xt−1,βtI
)

(1)

where t is 1 < t < T . Moreover, βt is a variable
that determines the amount of noise added. At each
time step, βt is incrementally adjusted, being set to
{β1,β2, . . . ,βT}.

Next, the reverse process is described. In this pro-
cess, a neural network is used to denoise the origi-
nal OCT image from pure noise. pθ, the diffusion
process that generates the data xt−1 from xt to the
previous time step can be expressed as follows. The
learning process starts with the pure noise distribution
p(xT ) = N (xT ;0, I), and proceeds through Gaussian
transitions as described in Equation 2:

pθ(xt−1|xt) := N (xt−1;µθ(xt , t),Σθ(xt , t)). (2)

After the training phase, we move to the synthe-
sis phase. Figure 1b illustrates the synthetic pipeline.
Retinal OCT image is input in the training phase.
However, in the synthesis phase, we use an image that
has a rough texture and structure of the retinas: the
sketch image. Assuming the total time step is trained
at 1000, the number of time steps can be changed to
obtain images with different modalities. The upper
part of Figure 1b shows an example with time step
100 and the lower part with time step 900. The syn-
thetic image not only retains many of the characteris-
tics of the sketch image but also fails to capture the
characteristic qualities inherent to the OCT image. In
contrast, in the case of time step 900, the amount of
noise added is large, so the synthetic image captures
the characteristic qualities inherent to the OCT im-
age. However, due to too much noise being added, the
synthetic image doesn’t retain the shape of the sketch
image. Therefore, optimization is needed to identify
the ideal time step with the OCT image’s features and
preserve the sketch image’s shape.

2.2 Choroidal and Retinal Layer
Segmentation

Segmentation was performed using U-Net (Ron-
neberger et al., 2015), widely used in medical image
segmentation tasks. U-Net is constructed by encoder
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Figure 1: (a) Training pipeline. This workflow illustrates the DDPMs training using real OCT Image. (b) Synthesis pipeline.
The upper workflow illustrates image synthesis with time step 100. The lower workflow illustrates image synthesis with time
step 900.

and decoder. The encoder converts the input image
into a low-dimensional feature representation, which
extracts local and global features of the image by pro-
gressively reducing the image’s resolution. The de-
coder uses the output of the encoder to restore the
low-dimensional feature map to the resolution of the
original input image. Dice score is often used to quan-
tify the result of segmentation and is defined as fol-
lows Equation 3.

Dice(c) =
2|Ac ∩Bc|
|Ac|+ |Bc|

(3)

Here, |Ac| is the number of pixels of class c in the
ground truth for the input image, |Bc| is the number of
pixels of class c in the predicted image for output, and
|Ac ∩Bc| denotes the number of overlapping pixels of
class c between the ground truth and the predicted im-
age.

3 EXPERIMENTS AND RESULTS

3.1 Dataset

We used the OIMHS dataset, an open-source retinal
OCT image dataset. This dataset was used by Ye’s
research group (Ye et al., 2023) using the Spectral-
domain OCT (SD-OCT) system (Spectralis HRA
OCT, Heidelberg Engineering, Heidelberg, Germany)
to obtain retinal OCT images of patients with macu-
lar holes. This dataset contains 3859 retinal OCT im-
ages of 119 patients with macular holes and a set of
four segmentation labels provided by a skilled oph-
thalmologist: retinal layer, macular hole, intraretinal
cysts, and choroidal layer. The image set also contains
an image quality assessment based on an objective
assessment (low signal strength) and two subjective
perspectives (i.e. signal shield and image blur). This
study targets pure retina layer segmentation. Thus,
we used OCT images containing only the retinal and
choroidal layers. Additionally, to avoid differences in
the images used for training, we employed a set of
1,179 images that were not classified as having any
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Type 1 

Type 2

Type 3 
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Ground truth
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Figure 2: Example of synthetic OCT images generated using three types sketch image. The row shows the type of sketch.
The column shows the input sketch image and each time step. sketch image represents the segmentation label(right below the
image) in grey scale. Type 1: The sketch image uses the same pixel values as the OCT image in the dataset. Types 2 and
3: sketch images with the highest contrast between layers. Specifically, the pixel values in each type of sketch image are as
follows: in Type 1, the retinal layer is set to 149, and the choroidal layer is set to 122; in Type 2, the retinal layer is 255, and
the choroidal layer is 127; in Type 3, the retinal layer is 127, and the choroidal layer is 255.

problems based on quality assessment. The original
image size of 512 x 512 was downsampled to 256 x
256 to reduce computer memory. 79 images were also
allocated for segmentation testing and 1100 images
for training the segmentation model. Finally, 550 im-
ages from the segmentation training images were al-
located for training the DDPMs and 550 images for
synthesising images using the DDPMs.

3.2 Image Synthesis

We set the total time step: T = 1000 for DDPMs
training and cosine-based scheduling of the variance
βt (β1 = 10−4 to βT = 0.02). The sketch image was
created by grayscaling the segmentation label of the
dataset. Three types of sketches were created because
there are three possible pixel values for grayscaling.
The average pixel value in the retinal layer is 149, and
the choroidal layer is 122, which are pixel values of
the OCT image in the dataset. Therefore, we set the
same pixel value to the sketch image, the input image
to DDPMs in the synthesis phase. This sketch image
was defined as Type 1.

On the other hand, as the synthetic image is used
for segmentation training, it is considered more effec-
tive during segmentation if the contrast between the
layers is emphasized. Therefore, the OCT pixel val-
ues are ignored, and the sketch image with the highest
contrast between layers is used. In this case, the pixel
value range is from 0 to 255, so the background is set
to 0, and 127 and 255 are allocated to the two layers.

The sketch image with 255 allocated to the reti-

nal layer and 127 to the choroidal layer is defined as
sketch image Type 2, whereas a sketch image with
255 allocated to the choroidal layer and 127 to the
retinal layer is defined as sketch image Type 3.

We trained the DDPMs on 550 retinal OCT im-
ages and synthesized 550 images of three different
sketch images with different time steps t starting from
{100 to 900, interval 100}. An example of this image
synthesis is shown in Figure 2.

Moreover, sketch images as input to DDPMs have
unnatural changes in pixel values between layers.
Gaussian blur was added to create natural boundaries
and perturb the pixel intensity of the image. It has
been reported that applying this makes the composite
image more closely resemble the original OCT image
(Wu et al., 2024).

We evaluated the image accuracy of the synthetic
image using the quantitative evaluation methods Peak
signal-to-noise ratio (PSNR), Structural similarity in-
dex measure (SSIM) (Wang and Bovik, 2009) and
Fréchet inception distance (FID) (Heusel et al., 2017).
The PSNR represents the ratio between the maximum
possible power of a signal and its noise. A higher
PSNR value indicates less distortion or error, mean-
ing the signal retains more of its original quality;
SSIM evaluates the similarity between two images by
considering changes in structural information, lumi-
nance, and contrast. A higher SSIM value indicates
more similarity, meaning the compared images retain
similar structural and perceptual qualities; FID evalu-
ates how close the generated image is to the real im-
age by comparing the mean and variance, with lower
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Table 1: Evaluate image quality. Image quality metrics are
Peak signal-to-noise ratio (PSNR), Structural similarity in-
dex measure (SSIM) and Fréchet inception distance (FID).

time step PSNR ↑ SSIM ↑ FID ↓
Type 1

100 16.59 ± 0.66 0.29 ± 0.06 268.32
200 16.71 ± 0.62 0.30 ± 0.06 189.20
300 16.85 ± 0.61 0.30 ± 0.05 148.04
400 17.06 ± 0.64 0.31 ± 0.05 115.54
500 17.20 ± 0.66 0.31 ± 0.05 98.90
600 17.40 ± 0.72 0.31 ± 0.05 86.09
700 17.60 ± 0.80 0.31 ± 0.06 75.21
800 17.55 ± 0.97 0.31 ± 0.06 72.36
900 16.77 ± 1.11 0.31 ± 0.06 74.89

Type 2
100 16.56 ± 0.66 0.29 ± 0.06 266.24
200 16.70 ± 0.62 0.30 ± 0.06 190.01
300 16.83 ± 0.60 0.30 ± 0.05 145.95
400 16.96 ± 0.61 0.31 ± 0.05 120.05
500 17.18 ± 0.69 0.31 ± 0.05 96.56
600 17.43 ± 0.73 0.31 ± 0.05 86.35
700 17.57 ± 0.75 0.31 ± 0.06 76.28
800 17.53 ± 0.95 0.31 ± 0.06 71.02
900 16.83 ± 1.06 0.31 ± 0.06 77.53

Type 3
100 16.47 ± 0.82 0.23 ± 0.06 284.65
200 16.71 ± 0.78 0.24 ± 0.05 214.99
300 16.91 ± 0.79 0.25 ± 0.05 163.79
400 17.09 ± 0.81 0.26 ± 0.06 132.98
500 17.21 ± 0.91 0.26 ± 0.06 115.62
600 17.25 ± 0.97 0.26 ± 0.06 110.35
700 17.18 ± 1.06 0.25 ± 0.06 108.37
800 16.88 ± 1.14 0.26 ± 0.06 106.87
900 15.98 ± 1.09 0.27 ± 0.05 109.95

FID indicating more significant similarity to the real
image. For this work, we adopted the sentence in-
forming about using Clean-FID (Parmar et al., 2022)
that improved the reliability and consistency com-
pared with a usual FID. Table 1 compares the origi-
nal images and synthesized images at time steps 100
to 900 and sketch image Types 1 to 3, using PSNR,
SSIM, and FID as evaluation metrics. The results
show that the quality of both images improves as time
step increases. However, it can be seen that the ac-
curacy of PSNR and SSIM decreases after time step
700. A possible explanation for this may be the mis-
matching of composite images, as mentioned in Sec-
tion 3.1; it is known that if too much noise is added,
the original image shape cannot be preserved. There-
fore, when the total time step is 1000, it can be seen
that image mismatching occurs after time step 700.

In addition, the FID of Type 1 and Type 2 decrease
almost the same way, but only for Type 3 the FID does
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Figure 3: Mean dice score (y axis) trained with retinal OCT
images among a number of training image (x axis), orange
line shows result of retinal layer, dark blue line shows result
of choroidal layer.

not fall below 100 even if the time step is increased. In
OCT images, the average pixel intensity is higher in
the retinal layer and lower in the choroidal layer. The
results in Table 1 indicate that in both cases—when
the pixel values in the sketch image are close to those
in the OCT image and when the contrast between lay-
ers in the sketch image is clear—aligning the pixel
value order with the original image leads to a more
accurate synthesized image.

The subsequent step involves evaluating the types
of synthetic images optimal for training a segmenta-
tion model. For the segmentation evaluation, 500 of
the 550 synthetic images were used for training, 50
for validation and 79 test OCT images were used for
segmentation during testing. Figure 4 shows the Dice
score when synthetic images at each time step were
used for training. The results of Dice score show that
Type 2 has a better Dice score than Types 1 and 3
when the time step is below 600. However, for time
steps higher than Time 700, the Dice score is reversed
between Types 1,3, and 2. Type 2 was created to
emphasize the contrast between layers in sketch im-
ages, which may have facilitated segmentation when
the time step was low; as the time step improved, the
pixel values in Type 1 converged and were closer to
those in the original OCT images. Therefore, it is
considered that the best Dice score was produced.

3.3 Evaluating Synthesis with Layer
Segmentation

The number of training samples significantly influ-
ences segmentation performance when training a seg-
mentation model solely with OCT images.

Figure 3 illustrates the model’s performance as the
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Figure 4: Mean Dice score (y axis) trained with 500 syn-
thesized image among each time step (x axis), types of 3
sketch images that are input to DDPMs synthesis. (a) Re-
sults of the retinal layer. (b) Results of the choroidal Layer.

number of OCT images used for training increases in-
crementally from 100 to 1000 images in steps of 100
images. As shown in Figure 3, the Dice score remains
notably lower when the model is trained on only 100
images, compared to the performance achieved with
200 or more training images. This observation sug-
gests that a dataset of less than 100 images may need
to be sufficient for the model to adequately learn seg-
mentation features, indicating a threshold in sample
size necessary to achieve stable segmentation perfor-
mance.

Secondly, we evaluate how much effect the Seg-
mentation predicted is using synthetic images. We
calculate a Dice score from a segmentation model that
is trained with 100 OCT images and synthetic images.
Figure 5 shows the Dice score of layer segmentation
when training with 100-500 synthetic images for 100
OCT images.

Based on the findings in Section 3.2, we selected
synthetic images of Sketch Type 1 as input for the
DDPM, specifically choosing those generated at time
step 800 as training data for the segmentation model.
Our results show a clear improvement in Dice score
accuracy when these synthetic images are added to
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Figure 5: Mean Dice score (y axis) trained with 100 OCT
and 100 to 500 synthesized image. The blue line is the av-
erage Dice score; the yellow line is the average Dice score
trained on 100 OCT images; the yellow dotted line is the
average Dice score trained on 200 OCT images. (a) Results
of the retinal layer. (b) Results of the choroidal layer.

a training set of 100 OCT images. This suggests
that synthetic images contribute positively to model
performance, helping to alleviate some of the limi-
tations posed by a smaller dataset of real OCT im-
ages. However, it is important to note that while
the addition of synthetic images enhances segmenta-
tion performance, it does not fully match the accuracy
achieved when training with 200 OCT images alone
for both the retinal and choroidal layers. A likely rea-
son for this is a structural mismatch within the syn-
thetic images. Specifically, although synthetic images
generated at time step 800 share properties with the
OCT modality on which the DDPM was trained, they
do not entirely replicate the detailed layer structures
present in real OCT images or those outlined in the
input sketch images. As a result, when the segmen-
tation model is trained using a combination of syn-
thetic and real OCT images, its performance remains
slightly lower than when trained with an equivalent
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Figure 6: Input OCT images predicted each layer when the
segmentation model is trained with 100 OCT images and
the best Dice score (I) and the worst Dice score (II). The
green region shows the layer, and The yellow region shows
the choroidal layer. (a) Input OCT image. (b) Ground truth.
(c) Segmentation predicted from the segmentation model
trained on 100 OCT images. (d) Segmentation predicted
from the segmentation model trained on synthetic 100 im-
ages and 100 OCT images.

number of only real OCT images. Nevertheless, the
addition of synthetic images led to a notable improve-
ment in the Dice score for retinal layer segmentation,
with an increase of nearly 0.1. This result is compara-
ble to the performance achieved when training on 200
real OCT images, highlighting synthetic images’ po-
tential to effectively augment training datasets when

real data is limited. However, it was observed that the
segmentation accuracy did not improve when more
than 200 synthetic images were added. This is likely
because the contribution of real images diminishes as
the absolute quantity of synthetic images increases.

We also discuss the results of individual segmen-
tations. Figure 6-I show the segmentation results with
the highest Dice score, achieved by training with only
100 OCT images, Figure 6-II shows the segmentation
results with the lowest Dice score In Figure 6-I, train-
ing with 100 OCT images, shows that the model mis-
classified a region that should be the retinal layer (as
per the ground truth) as the choroidal layer. However,
when trained with an additional 100 synthetic images,
the model correctly identified this region as the reti-
nal layer. Similarly, Figure 6-II highlights a signifi-
cant improvement in the accuracy of choroidal layer
segmentation when synthetic images were added. Ex-
amining Dice scores, we see that training with only
100 OCT images yields scores of 0.88 for the retinal
layer and 0.75 for the choroidal layer in Figure 6-II.
Adding 100 synthetic images improves these scores
to 0.92 and 0.83, respectively. Likewise, in Figure 6-
I, training with only 100 OCT images produces Dice
scores of 0.78 for the retinal layer and 0.21 for the
choroidal layer, which increases to 0.93 and 0.68, re-
spectively, when synthetic images are included. No-
tably, in Figure 6-II, the Dice score for the choroidal
layer improves by 0.47. In supervised learning, lim-
ited training data often hinders model performance on
new data. This limitation is evident in Figure 6-II,
where segmentation performance is suboptimal with
only OCT images. By supplementing the dataset with
synthetic images, we effectively increased the train-
ing data, resulting in a marked improvement in Dice
scores.

4 CONCLUSIONS

In this study, we synthesized retinal OCT images and
compared the predicted segmentation results obtained
by using both the synthetic and real OCT images
against those obtained by using only the real OCT im-
ages. The results showed that in the retinal layer, the
segmentation predicted were comparable to those ob-
tained when only OCT images were used for train-
ing. It was also found that the pixel values of the
sketch image used as input to DDPMs during image
synthesis should be based on the pixel values of the
training images of DDPMs to achieve higher-quality
synthesized images. This study demonstrates that in-
corporating images synthesized through DDPMs can
effectively enhance segmentation model training, par-
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ticularly in cases with limited real images. Notably,
segmentation accuracy improved markedly in cases
where initial segmentation accuracy was lower, un-
derscoring the value of synthetic images for segmen-
tation model training in achieving robust model per-
formance.
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