Zero-Shot Product Description Generation from Customers Reviews

Bruno Gutierrez®?, Jonatas Grosman®P, Fernando A. Correia®™° and Hélio Lopes

d

Department of Informatics, PUC-Rio, Marqués de Sdo Vicente, 225 RDC, 4th floor - Gdvea, Rio de Janeiro, Brazil

Keywords:

Abstract:

{bgutierrez, jgrosman, fjunior, lopes} @inf.puc-rio.br

Text Generation, Data Mining, Generative Artificial Intelligence, Large Language Model, E-Commerce.

In e-commerce, product descriptions have a great influence on the shopping experience, informing consumers
and facilitating purchases. However, creating good descriptions is labor-intensive, especially for large retailers
managing daily product launches. To address this, we propose an automated method for product description
generation using customer reviews and a Large Language Model (LLM) in a zero-shot approach. Our three-
step process involves (i) extracting valuable sentences from reviews, (ii) selecting informative and diverse
content using a graph-based strategy, and (iii) generating descriptions via prompts based on these selected sen-
tences and the product title. For our proposal evaluation, we had the collaboration of 30 evaluators comparing
the generated descriptions with the ones given by the sellers. As a result, our method produced descriptions
preferred over those provided by sellers, rated as more informative, readable, and relevant. Additionally, a
comparison with a literature method demonstrated that our approach, supported by statistical testing, results
in more effective and preferred descriptions.

1 INTRODUCTION

Product descriptions are an important part of the cus-
tomer experience in online shopping. By providing
detailed information about product features, function-
ality, and specifications, they enable consumers to
better understand their purchases and make informed
decisions. Despite their importance, manual creation
of product descriptions is often costly and, in many
cases, prohibitive due to the constant demand for new
content. Among the various machine learning appli-
cations in e-commerce (Hiitsch and Wulfert, 2022),
automatic product description generation stands out
as a solution that not only addresses this demand but
also offers significant opportunities, as it has been ver-
ified how employing a strategy for automated descrip-
tion generation increased sales (Novgorodov et al.,
2020; Zhang et al., 2022).

Among the techniques for generating descrip-
tions, there is considerable diversity in the data used,
including attributes provided by sellers (Wang et al.,
2017), product titles (Zhan et al., 2021), and even ad-
vertising slogans (Zhang et al., 2022). Our method
aligns with (Novgorodov et al., 2019) leveraging cus-
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tomer reviews as the primary source. As noted by the
authors, reviews offer a unique perspective on the in-
teraction between the customer and the products, pro-
viding authentic insights that often go beyond the in-
formation provided by the manufacturer or seller.

Mining information from reviews has proven ef-
fective in various contexts, such as analyzing revisit
intentions in the hotel industry (Christodoulou et al.,
2021) and identifying negative feedback causes to as-
sist developers in public service apps (Pedrosa. et al.,
2023). In our case, considering products with abun-
dant comments, there is enormous potential to mine
valuable information, making reviews a rich source
for generating descriptions.

To enhance the description generation process, we
employ recent advances in natural language text gen-
eration through Large Language Models (LLM). Our
method combines customer reviews and the product
title with the synthesis and articulation capabilities of
LLMs. Our method consists of three steps: first, ex-
tracting valuable sentences from reviews and classi-
fying those suitable for a product description. Next,
we apply a graph-based strategy to select a diverse
and informative set of sentences addressing multiple
product aspects. Finally, we configure and execute a
prompt that uses these sentences and product title in
a zero-shot way. This way, we expect the generative
model to select, group, and convey part of this content
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in an informative, concise, and readable description.

To evaluate our method, we compared the gener-
ated descriptions with those posted by sellers involv-
ing 30 evaluators in the process. The results demon-
strated that our proposal produces descriptions con-
sistently preferred over the original ones in general
and in specific criteria, such as readability and in-
formativeness. Furthermore, we replicated a method
found in the recent literature (Novgorodov et al.,
2019), which served as our baseline. The compar-
ison revealed the evaluators’ preference for the de-
scriptions generated by our method, indicating that
using an LLM in the description generation process
is highly beneficial. Our work’s main contributions
are the following:

* We propose a new automatic product description
generation method that was overall preferred over
real descriptions posted by sellers and can be eas-
ily applied to other product categories beyond
those tested.

* We demonstrate how an LLM can generate read-
able product descriptions articulating the informa-
tion contained in reviews.

* We propose a new reproducible evaluation for-
mat, comparing the generated product descrip-
tions with the original ones posted by sellers.

The remainder of this document is organized as
follows. Section 2 reviews key works in the litera-
ture on product description generation. Section 3 de-
tails our proposed method, outlining each stage. In
Section 4, we discuss sub-steps and experiments con-
ducted to define them, starting with the two datasets
that were the basis of this work. In Section 5, we eval-
uate the generated descriptions, aiming to assess the
LLM impact. Finally, Section 6 addresses the limita-
tions of our method and proposes directions for future
research.

2 RELATED WORK

Initial techniques for product description generation
relied on extractive approaches, where product in-
formation was combined with pre-existing text. Al-
though creative, those approaches generally suffer
from limitations in discourse structure, such as read-
ability issues. After advances with the Transformer
framework, new approaches were no longer restricted
by discourse structure, requiring, however, larges
amount of training data and also suffering from gener-
alization issues. Following the success of pre-trained
models, then, less data was need and generalization
improved.
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Among extractive approaches, (Wang et al., 2017)
uses statistical templates and product attributes to cre-
ate fluent descriptions. (Elad et al., 2019) proposes a
personalized summarization method, predicting cus-
tomer personality to select and condense descriptions
into three tailored sentences. (Novgorodov et al.,
2019) extracts sentences from customer reviews that
describe a product’s features, usage, or benefits, defin-
ing suitable sentences as those that could be included
in a product description without modification.

Transformer-based methods have advanced prod-
uct description generation. (Chen et al., 2019) pro-
poses KOBE, a model combining product aspects,
user categories, and external knowledge to create per-
sonalized descriptions. (Liang et al., 2024) merges
user attributes with product titles, addressing faith-
fulness with a copy mechanism. (Zhan et al., 2021)
develops the Adaptive Posterior Distillation Trans-
former, incorporating reviews, titles, and attributes to
focus on user-relevant aspects. (Wang et al., 2022)
improves quality by integrating auxiliary knowledge
like slogans and product details, denoising content
with a variational autoencoder.

Pre-trained models further enhance text genera-
tion. (Nguyen et al.,, 2021) adapts GPT-2 for de-
scriptions via pre-training and fine-tuning, generating
small, aspect-specific texts that combine into cohesive
descriptions. Similarly, (Zhang et al., 2022) alternates
between a Transformer-pointer network and a pre-
trained language model, leveraging titles, attribute-
value pairs, and slogans, trained on expert-created
datasets to handle data scarcity.

3 METHODOLOGY

We extensively based our method on (Novgorodov
et al., 2019), adopting their use of suitable sentences
from reviews as a source of product information and
their definition of product description proposed by the
authors: a presentation of what the product is, how
it can be used, and why it is worth purchasing, with
its purpose being to provide details about the fea-
tures so costumers are compelled to buy. We also
adapted their methods for selecting and ranking sen-
tences from reviews.

To enhance the process, we leveraged the ad-
vancements in pre-trained generative models, specifi-
cally “gpt-3.5-turbo-0613", for generating fluid and
informative descriptions without structural limita-
tions. Using the model in a zero-shot manner allowed
us to bypass additional training while benefiting from
its generalization capabilities (Brown, 2020). Our
method is divided into three macro steps, depicted in



Figure 1 and explained in the following subsections.

3.1 Sentence Extraction

To generate a high-quality description for a given
product, multiple reviews covering various character-
istics are needed. Given this input, the first step is
to split the reviews into sentences and identify those
that might be interesting for generating a description,
referred to as candidate sentences. For that, we re-
lied on the solution proposed by (Novgorodov et al.,
2019), which consists of an initial filtering sub-step
followed by the classification of sentences.

In the first sub-step, we applied three filters pro-
posed by the authors, aiming to remove sentences
with a very low probability of containing relevant in-
formation presented in an objective way. The tar-
geted sentences were short (less than four words), per-
sonal, or related to advertisements sentences, with the
last two filters done via unigram identification. After,
the next sub-step for extracting candidate sentences is
classifying the filtered sentences suitable for a prod-
uct description, a concept discussed in 2. We delve
deeper into the experiments to train our classifier in
Section 4.

3.2 Sentence Selection

Once we have a set of suitable sentences covering dif-
ferent aspects of the product, the second step of our
method is to select which ones will be used, which im-
plies selecting what information to present. For this,
we followed the approach proposed by (Novgorodov
et al., 2019), basing our choice on the ranking and
diversification of sentences.

First, to obtain the vector representation of sen-
tences, we choose the open-source model all-mpnet-
base-v2' based on the “Massive Text Embedding
Benchmark” (Muennighoff et al., 2022), as it was
recommended for the “Semantic Textual Similarity”
task. Then, to rank the most important sentences, ei-
ther because of the product aspect they address or the
richness of details they provide, we adopted the same
method as the authors, LexRank (Erkan and Radev,
2004).

As the next sub-step, we followed the authors’ ap-
proach to sentence diversification, using cosine simi-
larity to discard similar sentences that don’t add much
new information. For this, we adopted the maximum
similarity threshold reported by the authors based on
the 90th percentile of a set of descriptions curated by

More  information at  https://huggingface.co/
sentence-transformers/all-mpnet-base-v2
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domain experts. After that, we followed their pro-
posed greedy approach, adding sentences in the pre-
viously defined order as long as they were not similar
to already selected ones.

3.3 Description Generation

We propose generating product descriptions by sum-
marizing the selected sentences using the “gpt-3.5-
turbo-0613” model in a zero-shot manner, an ap-
proach that avoids training and data collection while
remaining generalizable to other domains. An imme-
diate challenge lies in defining the prompt, which con-
sists of an instruction and its content. The instruction
is the command assigned to the model to generate a
product description. The content comprises the se-
lected sentences along with the product title as con-
text.

Our first step in the search for our instruction was
to explore a set of candidates. Also, realizing that sen-
tence length is a relevant issue, as longer descriptions,
although possibly more informative, demand a higher
effort from the reader, we choose to limit ours texts,
taking as reference real descriptions posted by sellers.
We detail these experiments in Section 4.3.

Addressing the content aspect, we set out to ex-
amine how many sentences to generate descriptions
from. Since the idea of our method is to enhance the
informativeness of descriptions based on reviews, we
expected to obtain richer descriptions by using more
sentences. To confirm how many, we conducted an
experiment detailed in Section 4.4.

4 EXPERIMENTS

Here we detail the experiments conducted to define
the sub-steps of our method.

4.1 Datasets

We have based our work on two datasets. The first,
the Amazon Review Data (Ni et al., 2019), is a public
dataset containing reviews, user-written texts report-
ing costumer experience with the product, accompa-
nied by other information such as review title and rat-
ing score. Besides products reviews, this dataset pro-
vided us their original product descriptions. We ex-
perimented with a subset of 13k products with abun-
dance of reviews from the “Clothing, Shoes, and Jew-
elry” category. Subset details are on Table 1. Also,
to limit the number of words generated in our de-
scriptions, we established a threshold based on the
observed 95th percentile of the dataset descriptions,
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Figure 1: Overview of the proposed method.

which was 150 words. Lastly, From the initial fil-
tering step commented in 3.1, we excluded a total of
71% of the user reviews sentences from the dataset.

Table 1: Reviews data statistics. We present the average and
standard deviation for the product reviews and descriptions.

Reviews Descriptions

Sentences 29428 3.8+32
Words 342 4+429 | 57.1 484
Words p. sentences | 11.8 £8.8 | 15.0 & 10.8

The second dataset was published by (Nov-
gorodov et al., 2019), also in the public domain, and
contains almost 50 thousand sentences extracted from
product reviews on an e-commerce site belonging to
two categories, Fashion and Motors, half of each do-
main. Sentences in this dataset are classified as suit-
able or not to be part of a product description, a con-
cept proposed by the authors as discussed in 2. In
both domains, the percentage of suitable sentences
was about 8%. We used this dataset to train a sen-
tence classifier employed in our method.

4.2 Sentence Classification

We trained a classifier to select suitable sentences us-
ing the dataset discussed in 4.1. We experimented
with a few traditional models for text classification,
Naive Bayes, Random Forest, and XGBoost with the
TF-IDF textual representation. We also experimented
the Ada model from OpenAl, a smaller variant of the
GPT-3. We trained each model in each category, sep-
arating 20% of the category data for testing and also
used the Area Under the ROC Curve (AUC) metric.
Results are presented in Table 2.

We obtained the best results using the Ada model,
which performed significantly in both categories.
This result was also superior to the best model re-
ported in (Novgorodov et al., 2019), which obtained
an AUC of 0.924. Even so, we can also observe that
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Table 2: AUC in the classification of suitable sentences for
a product description. The fourth column presents the gen-
eralization score (GS), where we trained the models on one
category and tested on the other, and then took the average
and standard deviation.

Model | Fashion | Motors GS
NB 0,91 0,91 0,87 + 0,002
RF 0,89 0,90 0,86 £ 0,006
XGB 0,87 0,89 0,84 + 0,008
Ada 0,94 0,95 0,91 £ 0,001

simpler models also had a good performance, as the
Naive Bayes, indicating that cheaper models can be a
viable option.

Furthermore, to explore the generalization capac-
ity of the models to other domains, we tried to eval-
uate the classifiers again but now using the test set
of the other domain. That is, we selected the model
trained on the Fashion set and measured its perfor-
mance on the Motors test set, and vice-versa. The
results can be seen in the third column of Table 2.

Overall, models seemed to generalize well, with
a limited decrease in performance. For instance, the
Ada model trained on a different domain had a de-
crease of only 0.03 and 0.04 when compared to ver-
sions trained on its own domain, indicating that, to
some extent, the nature of review sentences from dif-
ferent categories is similar. Since this step is the
only one in our method that depends on a supervised
model, we verify that our method can be applicable to
other domains beyond those for which we have anno-
tated data with reasonable performance.

4.3 Model Instruction

Initially, to define our set of candidate instructions,
our first task was transforming our adopted product
description definition from (Novgorodov et al., 2019)
into an instruction. We then proposed three leaner
variations to compare how the results could vary. We
arrived at the following instructions:



e Base Instruction: “You will be provided with
a product title and sentences extracted from re-
views. Your task is to write a product description.
We refer to a product description as a textual pre-
sentation of what the product is, how it can be
used, and why it is worth purchasing. The purpose
of a product description is to provide customers
with details about the features and benefits of the
product so they are compelled to buy.”

Variation 1: “You will be provided with a product
title and sentences extracted from reviews. Your
task is to generate a product description based
only on the title and extracted sentences. The
product description should only contain objective,
relevant, and positive information from the re-
views”

Variation 2: “Write an objective and informative
product description based only on the product title
and received sentences extracted from reviews”.

Variation 3: “Write a product description based
only on the following title and sentences extracted
from reviews”

Still, in an initial exploratory setting, we observed
that all of the instructions were generating descrip-
tions significantly longer than the ones intended and
realized that additional commands to limit the text
length were necessary. For that, we experimented
with different commands, adding them at the end of
each instruction and generating for each of the 100
descriptions.

None of the experimented commands worked as
intended in all cases, so we selected the one that ex-
ceeded the stipulated limit the fewest times, which
was “The product description cannot contain more
than 150 words.”. Then, for each instruction, we tried
reducing the specified word limit until all the gener-
ated texts contained less than 150 words, as originally
intended. With this, we arrived at three candidate in-
structions, as one did not meet our stopping condition.

Finally, to select one we conducted a qualitative
evaluation structured as follows: for a set of 80 ran-
dom products, we generated trios of descriptions us-
ing the 3 instructions, and from the 80 trios, we
formed 120 equally distributed pairs. We then asked
one annotator to choose for each pair a description to
replace the original, also giving the option of a tie.

As we observed that one instruction was consis-
tently better, being preferred at 45% and selected as
worse only 9% of the times, significantly better than
the second best instruction (35% best and 19% worst).
That was our selected instruction:*“Write an objective
and informative product description based only on the
product title and received sentences extracted from re-
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Table 3: Best-worst Scaling results by varying the num-
ber of sentences in the prompt for 100 products. Annota-
tors were presented in random order with 3 descriptions of
the same product generated from different amounts of sen-
tences. In each case, the best and worst were chosen, and
the final score was calculated from their difference.

No. of Best (%) | Worst (%) | Score
Sentences

20 45 17 0.28

10 32 36 -0.04

5 23 47 -0.24

views. The product description cannot contain more
than 75 words”

4.4 Content

Once defined the instruction, our final step was de-
termining the number of sentences to be summarized
in a description. Although including more sentences
might produce more informative descriptions, due to
the nature of the generative model we cannot pre-
cisely predict its effect. Beyond the cost of extra to-
kens, there is the possibility of issues such as hallu-
cinations, and also doubts about how many sentences
can actually be incorporated into a description.

To assess that,, we develop three scenarios in
which different quantities of the ranked sentences
were provided to the generative model, 5, 10 and 20.
We then generated trios of descriptions for 100 prod-
ucts and conducted a qualitative evaluation with 10
annotators. As with the studies by (Liu and Lap-
ata, 2019), (Puduppully et al., 2019), and (Amplayo
et al., 2021), we employed the Best-Worst Scaling
technique, asking annotators to select the best and
worst descriptions among the three provided in a ran-
dom order for 10 products each.

The experiment results can be observed in Table 3.
We observed that the more sentences used, the bet-
ter the method was evaluated, with the 20-sentence
method being widely chosen as the best 45% of the
time, and as the worst only 17%. In contrast, the 5-
sentence method was most frequently chosen as the
worst in 47% of the instances. Based on these find-
ings, we proceeded with the 20-sentence scenario in
our method, understanding that it was worth the extra
tokens.

S EVALUATION

We evaluate the descriptions generated by our method
in two ways. First, we sought to understand whether
the generated texts were able to leverage the content
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of the reviews, using the traditional summarization
metric ROUGE. Second, to gain a deeper understand-
ing of the generated descriptions across multiple cri-
teria, we used a 7-point Likert scale (Amidei et al.,
2019) with the collaboration of 30 evaluators who an-
alyzed pairs of descriptions for a total of 150 products
of the “Clothing, Shoes, and Jewelry” category.

5.1 Content Influence with ROUGE

To explore how the selected sentences are reflected in
descriptions, we used the ROUGE metric comparing
the generated text with the content that comprises the
prompt (the 20 selected sentences and the product ti-
tle), used as a reference. Besides, we also computed
the scores from comparing the prompt content with
two alternative descriptions: title-only-based descrip-
tions, where we asked the LLM to generate a descrip-
tion based only on the product title; and the original
descriptions posted by the sellers.

The scores obtained can be observed in Table 4
with the mean scores for 333 products, and also the
standard deviation. First, analyzing the precision, we
highlight the significant similarity in the vocabulary
even in the case of the original descriptions that have
no direct relation to the selected sentences, as 40.7%
of the words used appear in the group of sentences.
For the title only descriptions, precision was higher,
53%, but very distant from the score achieved by our
method of 72%, indicating that ours descriptions are
heavily influenced by sentences.

Regarding recall, we first observe that the origi-
nal descriptions have a very low score of 12%, high-
lighting how reviews can be a rich source of unique
information not covered by sellers. Regarding title-
only-based descriptions, there is an increase in recall
to 23%, partly justified by the repetition of the prod-
uct title which was a constant pattern in descriptions
generated by the LLM. Compared with our descrip-
tions, recall increased by 12% to 35%, indicating that,
at least in terms of vocabulary, a bigger portion of the
multiple sentences is covered.

Table 4: ROUGE scores between each description and con-
tent of the prompt.

Method Precision Recall

Proposed 0.72 £0.07 | 0.35 £ 0.06

Title only 0.53 £ 0.07 | 0.23 £ 0.04
Original description | 0.41 £0.15 | 0.12 £ 0.08

5.2 Descriptions Quality

To assess quality, we used a 7-point Likert scale com-
paring our descriptions with the original ones pro-
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vided by sellers across multiple criteria. Addition-
ally, to better understand how the use of an LLM
contributes to this task, we replicated the extractive
method proposed by (Novgorodov et al., 2019) for
the same 150 products, and also compared it with the
same original descriptions.

Detailing our Likert scale, each item involved
comparing specific criteria between a pair of descrip-
tions for the same product, one being the original
posted by the seller and the other an alternative de-
scription either generated by our method or the repli-
cated one. Regarding the evaluated criteria, we used
the same ones as (Novgorodov et al., 2019), providing
definitions for each in the form of items on the Lik-
ert scale, and asking evaluators to express their degree
of agreement on a scale ranging from “Strongly dis-
agree” to “Strongly agree”.

* Readable: “When comparing to the reference de-
scription, this description is more readable, being
easier to read and understand.”

e Objective: “When comparing to the reference,
this description presents itself in a more objective
way, being more succinct and less repetitive.”

¢ Informative: “When comparing to the reference,
this description is more informative, as it presents
more information and details.”

* Relevant to the Product: “When comparing to
the reference, the information presented in this
description is more relevant to the product, as it
presents more details about important features.”

e Overall Preference: “Overall, I prefer this prod-
uct description when comparing to the reference.”

Results are presented in Fig. 2. We first high-
light how both methodologies were overall preferred
against the original descriptions in significantly dif-
ferent proportions. For our method, 62% of the prod-
uct evaluators at least agreed that the descriptions
were overall preferred over the original, while only
14% at least disagreed. In contrast, for the extractive
methodology evaluators agreed for only 37% of the
products and disagreed for 36%. That indicates a big
overall difference between both methods, but also that
the original descriptions can improve a lot.

Regarding readability, both methodologies were
preferred in a similar manner. For 59% of our descrip-
tions, the evaluators considered the texts more read-
able, disagreeing with only 14%. The extractive de-
scriptions were also preferred by a wide margin, with
agreement being 50% and disagreement 16%. This
highlights the low readability of the content made
available by sellers on the platform, despite its im-
portance.
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Figure 2: Comparison of each method with the original description. The numbers inside each bar indicate the number of

answers given by the evaluators.

Objectivity, however, was the most penalized cri-
terion for our method, as evaluators preferred our de-
scriptions only 41% of the cases and disagreed in
30%. One of our suspicions for such penalization was
the frequent use of generic adjectives, generating non-
conclusive texts. For the extractive alternative, penal-
ization was even worse, with agreement in only 34%
of comparisons and disagreement in 33%, indicating
that the few sentences selected to compose descrip-
tions can also be generic.

Regarding informativeness and relevance to the
product, we observed contrasting results for each
method. While in our method there was a clear trend
of preference, in 56% and 51% of the cases, respec-
tively, and disagreement being only 14% and 12%, we
found the opposite for the extractive method, with the
evaluators preferring the original descriptions. That
seems to indicate that five sentences extracted from
the reviews are not enough to build a description with
informative and relevant content, but as we add more
sentences, we eventually enrich our descriptions.

Finally, to compare the two methodologies evalua-
tions, we conducted a Mann-Whitney U nonparamet-
ric statistical test (Nachar et al., 2008). As our method
showed better results in every criterion, we adopted a
one-sided alternative hypothesis that the descriptions
generated by our method were more preferred than
those generated by the reference method, and used a
significance level of 0.05. We present results in Ta-
ble 5, verifying statistical significance in three cri-
teria: informativeness, relevance to the product, and
overall preference. For the other two criteria, the p-
value was not small enough.

Table 5: Results of the combined Mann-Whitney U test. P-
values lower than 0.05 are highlighted with a *, indicating
rejection of the null hypothesis.

Median

Criterion Proposed | Extractive p-valor
Readable 6 6 0.123
Objective 4 4 0.280
Informative 6 3 0.000*
Relevance 6 4 0.000%*
Overall 6 5 0.000%*

6 CONCLUSION

This work presents a method for automatic prod-
uct description generation that combines customer re-
views with the text generation capabilities of an LLM.
Our zero-shot approach allows scalability across cate-
gories without great effort, with the supervised step of
sentence classification demonstrating strong general-
ization, as detailed in 4.2. In evaluations with 30 par-
ticipants, our method was consistently preferred over
original descriptions, excelling in readability, infor-
mativeness, and relevance. The comparisons with a
baseline confirmed that integrating an LLM signifi-
cantly improves automatic description generation.

6.1 Limitations and Future Works

Our method relies on a large number of reviews, lim-
iting its applicability to new or low-engagement prod-
ucts. Additionally, it may generate hallucinations,
presenting unreal attributes or inaccuracies, and can
reflect false information from customer reviews, re-
sulting in misleading descriptions.

For future work, we aim to experiment with newer
LLMs and enhance prompt engineering. Exploring
the inclusion of more sentences and integrating ad-
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ditional product information, such as manufacturer-
provided technical details, could improve description
accuracy and detail while helping to verify generated
content.
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