Generating Realistic Cyber Security Datasets for IoT Networks with

Diverse Complex Network Properties

Fouad Al Tfailylv2 4, Zakariya Ghalmane!©@°, Mortada Termos'2, Mohamed-el-Amine Brahmia!,

Keywords:

Abstract:

Ali Jaber? and Mourad Zghal'
LCESI LINEACT UR 7527, Strasbourg, France

2Computer Science Department, Faculty of Sciences, Lebanese University, Beirut, Lebanon

Complex Networks, Internet of Things, Artificial Intelligence, Cyber Security, Federated Learning, Network
Properties, Intrusion Detection.

In the cybersecurity community, finding suitable datasets for evaluating Intrusion Detection Systems (IDS) is
a challenge, particularly due to limited diversity in complex network properties. This paper proposes a dual-
purpose approach that generates diverse datasets while producing efficient, compact versions that maintain
detection accuracy. Our approach employs three techniques - community mixing modification, centrality-
based modification, and time-based modification - each targeting specific network property adjustments while
achieving significant dataset size reductions (up to 81.5%). Our approach is validated on real-world datasets,
including NF-UQ-NIDS, CCD-INID-V1, and TON-IoT, demonstrating its ability to generate realistic datasets
while preserving network properties, attack patterns, and structural integrity. The generated datasets exhibit
diverse complex network properties, making them particularly useful for IDS technique evaluation that in-
corporates complex network measures. The reduced size and preserved accuracy (96.4%) make these datasets
especially valuable for resource-constrained environments. Moreover, our approach facilitates the construction
of homogeneous datasets required for federated learning situations where data distribution similarity across
clients is essential. This contribution helps address both dataset scarcity and computational efficiency chal-

lenges while ensuring that the generated datasets retain the characteristics of real-world network traffic.

1 INTRODUCTION

Intrusion Detection Systems (IDS) have become crit-
ical for network security as cyber attacks against IoT
devices increased over 100% in 2020-2021 Ferrag
et al. (2022), demanding adaptive detection mech-
anisms Brahmia et al. (2022). Complex networks
provide a framework for analyzing these structures
through key properties: density (proportion of ex-
isting connections), transitivity (clustering tendency),
and mixing parameter (inter-community connections)
Ghalmane et al. (2018a, 2019a).

Network-based approaches have been success-
fully applied across domains, from social networks
Hazimeh et al. (2018); Hamizeh et al. (2017) to IDS.
Recent research showed that complex network prop-
erties are vital contributors to intrusion detection ac-
curacy Termos et al. (2023). Termos et al. Ter-
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mos et al. (2024) demonstrated through their GDLC
framework that complex network features can in-
crease detection accuracy by up to 7.7% in binary
classification and 6.27% in multi-class classification,
underscoring the need for datasets with diverse net-
work characteristics.

These properties strongly influence the effective-
ness of centrality measures in intrusion detection
Ghalmane et al. (2019b), particularly for detecting
community-based attacks. While hubs and overlap-
ping nodes maintain network robustness Ghalmane
et al. (2020, 2021). Current datasets face two critical
limitations: lack of property diversity and significant
computational overhead Al-Hawawreh et al. (2022).

The challenge is greater in federated learning
where multiple clients train models without shar-
ing data Ferrag et al. (2021). Federated learning, a
privacy-preserving distributed learning paradigm Ar-
baoui et al. (2024); ARBAOUI et al. (2022), enhances
computational efficiency while addressing data het-
erogeneity in IoT architectures Al-Hawawreh et al.
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(2022). However, effective model training requires
homogeneous data distribution across clients, which
is difficult to achieve with heterogeneous real-world
network data Ferrag et al. (2021).

The scarcity of diverse real-world datasets, driven
by privacy concerns and operational constraints,
limits the sharing of network traffic data Ferrag
et al. (2022). Public datasets like CIC-IDS2017
Sharafaldin et al. (2018) and UNSW-NB15 Moustafa
and Slay (2015) are available but are typically tied to
specific network configurations and attack scenarios,
making them unsuitable for evaluating IDS solutions
in varied settings. Moreover, these datasets often lack
the full range of complex network properties needed
to assess advanced detection techniques.

To address these challenges, this paper introduces
a novel approach that serves two critical purposes:
generating diverse datasets with varying network
properties to address evaluation needs, and producing
more efficient, compact datasets while preserving es-
sential characteristics. Our approach achieves signifi-
cant size reductions while maintaining high detection
accuracy. We accomplish this by three techniques:

- Community Mixing Modification: Combine
high-density communities to reduce mixing pa-
rameter and enhance intra-community connec-
tions.

- Centrality-Based Modification: Select high-
centrality nodes to increase network density and
transitivity.

- Time-Based Modification: Utilize temporal win-
dow selection to achieve desired network proper-
ties while maintaining chronological patterns.

The remainder of this paper is structured as fol-
lows: Section 2 covers network properties and IDS
datasets.  Section 3 details our methodology for
dataset generation techniques for diverse properties
and reduced sizes. Section 4 presents experimen-
tal validation of property preservation and efficiency.
Section 5 discusses conclusions and future work.

2 RELATED WORK

Network intrusion detection systems rely heavily
on diverse datasets for development and evaluation.

As shown in Table 1, existing approaches address
different IDS needs: Protocol-specific datasets like
MQTTset Vaccari et al. (2020) target specific network
protocols, while privacy-focused approaches such as
Federated TON-IoT Moustafa et al. (2020) empha-
size data confidentiality. General-purpose datasets in-
cluding TON-IoT Alsaedi et al. (2020), CIC-IDS2017
Sharafaldin et al. (2018), and NF-UQ-NIDS Sarhan
et al. (2022) provide varied attack scenarios but show
limited network characteristic variation.

Recent synthetic data generation methods, includ-
ing GAN-based techniques and topology preserva-
tion augmentation, prioritize data volume over net-
work properties Nukavarapu et al. (2022). While
GANSs excel in realism, they struggle with key net-
work properties and demand high computational re-
sources. Topology-preserving augmentation similarly
lacks diversity in structural characteristics, restricting
applicability in varied network scenarios.

These approaches share a common limitation-they
overlook the role of complex network properties in
intrusion detection. Termos et al. Termos et al.
(2024) showed via GDLC that features enhance de-
tection accuracy in binary and multi-class tasks, em-
phasizing the need for diverse datasets. Ghalmane et
al. Ghalmane et al. (2018b, 2022) demonstrated that
community structure, mixing parameters, and central-
ity measures impact attack detection, particularly for
community-based attacks. These findings, validated
in industrial environments Al-Hawawreh et al. (2022),
highlight the need for methods that preserve structural
integrity while achieving desired network properties.

This limitation is particularly apparent in feder-
ated learning scenarios, where heterogeneous envi-
ronments require consistent data distributions. Cur-
rent datasets struggle with data scarcity, lacking ca-
pability to generate homogeneous datasets while pre-
serving network properties. This limitation, com-
bined with the need for diverse properties in modern
IDS approaches, motivated developing an approach
for both standalone and federated learning environ-
ments.

Table 1: Characteristics of Existing Dataset Modification Approaches.

Approach Property Control Attack Preservation Federated Learning Support Scalability
Protocol-based Vaccari et al. (2020) Limited High No Medium
Feature-based Moustafa et al. (2020) None High No High
Topology-based Al-Hawawreh et al. (2022) Partial Medium Partial Medium
Community-based Ghalmane et al. (2019b) High Low No Low
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Figure 1: Proposed methodology showing technique selection based on property changes. Each path targets specific proper-
ties: lowering mixing parameter (left), increasing density and transitivity (center), or preserving properties via time window

selection (right).

3 PROPOSED METHODOLOGY

Our methodology introduces an approach that ad-
dresses two key challenges: generating diverse net-
work intrusion datasets and producing more efficient,
compact versions while preserving detection accu-
racy. Our approach achieves this through a framework
that varies network properties while significantly re-
ducing dataset size. Before describing our approach
in detail, we present the general framework and then
detail each technique.

3.1 General Methodology Overview

Our proposed approach targets three fundamental
complex network properties: density (the ratio of ac-
tual connections to possible connections in the net-
work), transitivity (the likelihood that adjacent nodes
are interconnected, indicating clustering tendency),
and the mixing parameter (the proportion of edges
connecting nodes from different communities to the
total edges). Our methodology follows a systematic
workflow for dataset generation, illustrated in Fig-
ure 1. First, traffic records are transformed into a
graph representation where nodes represent devices
and edges represent connections, then fundamental
network properties - Density, Transitivity, and Mixing
parameter - are computed for this constructed graph.
Based on these values, one of three techniques is ap-
plied to generate a synthetic dataset.

Thresholds for these properties were determined

through empirical analysis of real-world datasets to
ensure realistic network characteristics. For example,
Density (D) and Transitivity (T) are considered high
when exceeding 0.01, and Mixing parameter (M) is
considered high when exceeding 0.1. These thresh-
olds guide the selection of communities for merging,
which is performed using automated algorithms such
as Infomap for community detection.

3.2 Dataset Modification Techniques

The modification process takes network traffic data
in standard flow format (source/Destination IP, times-
tamps, and associated features) as input. Each modi-
fication technique preserves the relationship between
network flows and attack labels by maintaining flow-
level mappings throughout the transformation pro-
cess. The output retains the same format as the in-
put data but with reduced size and modified network
properties based on the applied technique. The fol-
lowing subsections detail each modification approach.

3.2.1 Community Mixing Modification

The Community mixing modification technique pri-
marily focuses on lowering the mixing parameter of
the network. By merging high-density communities,
this technique achieves two complementary effects:
reduction of inter-community links and enhancement
of intra-community connections. The mechanism be-
hind this approach lies in how community merging
affects network structure: when high-density commu-
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NF-UQ-NIDS

NF-UQ-NIDS-Modified

Figure 2: Network visualization of NF-UQ-NIDS before (left) and after (right) community mixing modification. Colors
indicate communities, and node sizes represent degree centrality. The transformation consolidates communities and reduces
inter-community connections, lowering the mixing parameter while preserving network structure.

nities are combined, edges that previously connected
different communities become internal connections
within the merged community.

The implementation process begins with commu-
nity detection using the Infomap algorithm. For each
detected community, we calculate its density as the
ratio of existing connections to possible connections.
Communities exceeding a density threshold of 0.01
are identified as candidates for merging. These high-
density communities are then iteratively merged, and
the network is reconstructed while preserving all orig-
inal connections. This process continues until no fur-
ther merging opportunities exist that would improve
the network’s mixing parameter.

3.2.2 Centrality-Based Modification

The centrality-based modification technique increases
network density and transitivity through strategic
node selection, computing eigenvector centrality for
all network nodes. By keeping the top-ranked nodes
based on a selected percentage threshold - for exam-
ple 30% - ranked by their centrality scores, we create
a more tightly connected network structure.

The implementation involves first calculating
eigenvector centrality values for each node, which
measures both direct and indirect influence in the net-
work. The nodes are then sorted by their central-
ity scores, and the top 30% are selected as the core
network components. This threshold was determined
empirically to balance network density and compu-
tational efficiency, ensuring that the most influential

pathways are preserved while reducing dataset size.
3.2.3 Time-Based Modification

The time-based modification technique achieves de-
sired network properties through temporal window
selection. By analyzing and selecting specific time
periods from the network traffic data, we identify
segments where the network exhibits target values
for density, transitivity, and mixing parameter. The
mechanism works by evaluating how these network
properties vary across different time windows - when
we identify a period that matches our desired char-
acteristics, selecting that window generates a dataset
with the target network properties.

The implementation process uses a sliding win-
dow approach with a five-day interval, chosen to cap-
ture meaningful temporal patterns while maintaining
computational feasibility. For each window position,
we construct the corresponding network and calcu-
late its properties—density, transitivity, and mixing
parameter. Windows meeting predefined thresholds
(e.g., density >0.01, transitivity >0.01, mixing pa-
rameter <0.1) are identified, and the best matching
target characteristics is selected. These thresholds
were derived from analysis of real-world datasets to
ensure realistic behavior. The selection process is au-
tomated, ensuring consistent application of the tech-
nique while preserving chronological integrity.

Table 2: Network property changes between original and generated datasets. Metrics include density (ratio of actual to
possible connections), transitivity (clustering tendency), and mixing parameter (community separation).

Property NF-UQ-NIDS NF-UQ-NIDS CCD-INID-V1 CCD-INID-V1 CIC-ToN-IoT CIC-ToN-IoT
(Original) (Generated) (Original) (Generated) (Original) (Generated)
Density 0.0001 0.0177 0.0071 0.0307 1.709¢-05 0.0000
Transitivity 0.0001 0.0046 0.0021 0.0032 0.1440 0.1053
Mixing 0.7742 0.0085 0.1909 0.1857 0.5670 0.0026
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Figure 3: Network visualization of CCD-INID-V1 before (left) and after (right) centrality-based modification. Node sizes in-
dicate eigenvector centrality, showing the selective preservation of high-centrality nodes while maintaining network structure.
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Figure 4: Network visualization of TON-IoT before (left) and after (right) time-based modification, showing preservation of
temporal patterns and chronological integrity while achieving desired structural property modifications.

4 RESULTS

Our proposed approach is evaluated through four
complementary analyses that validate both our
goals: (1) generating diverse datasets through struc-
tural transformation effectiveness and attack pattern
preservation analyses, and (2) achieving computa-
tional efficiency through strong component preserva-
tion and practical deployment analyses in resource-
constrained federated learning environments. The
evaluation spans three representative datasets with
distinct network characteristics: NF-UQ-NIDS (high
mixing parameter, low density/transitivity indicat-

ing sparse connectivity), CCD-INID-V1 (moderate
density, low transitivity indicating weak connectiv-
ity), and CIC-ToN-IoT (unique temporal patterns with
strong community structure). The properties of these
datasets are shown in Table 2, demonstrating how our
techniques alter network structure while preserving
essential characteristics. The modified datasets were
obtained through systematic transformation: First,
original datasets were transformed into graph repre-
sentations. Based on initial network properties, one of
three techniques was applied—for example, commu-
nity mixing modification for NF-UQ-NIDS to reduce
mixing parameter, and centrality-based modification

Table 3: Structural transformation summary for original and generated datasets. Metrics: records (flows), nodes (devices),
edges (connections), max degree (highest connections), average path length (steps), strong components (sub-networks).

Metric NF-UQ-NIDS NF-UQ-NIDS CCD-INID-V1 CCD-INID-V1 CIC-ToN-IoT CIC-ToN-IoT
(Original) (Generated) (Original) (Generated) (Original) (Generated)
Records 11,994,893 2,222,553 91,665 64,199 5,351,760 4,916,256
Nodes 93,645 163 229 68 143,809 66,683
Edges 468,919 468 372 140 353,604 168,185
Max Degree 5,434 106 73 67 58,037 44,363
Avg Path Length 3.950 1.950 2.8658 2.8487 2.640 2.463
Strong Comp (%) 99.99 97.5 96.81 98.11 99.99 99.97
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NF_UQ_NIDS Dataset Attacks Distribution
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NF_UQ_NIDS Modified Dataset Attacks Distribution
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Figure 5: Attack pattern distribution in NF-UQ-NIDS before (left) and after (right) community mixing. The transformation
preserves attack signatures while enhancing community structure.

for CCD-INID-V1 to increase density and transitivity.
Thresholds were determined from extensive analysis
of real-world datasets (density and transitivity at 0.01,
mixing parameter at 0.1).

First, structural transformation effectiveness anal-
ysis demonstrates how datasets with target network
properties are generated while preserving essen-
tial characteristics. For NF-UQ-NIDS, according
to Table 2, high mixing parameter and low den-
sity/transitivity values indicate a sparse network with
excessive inter-community connections. Following
our methodology (Figure 1) we apply community
mixing modification to reduce inter-community links.
This transformation (Figure 2) produces consolidated
communities with boundaries, reducing the mixing
parameter while maintaining network structure. For
CCD-INID-V1, moderate density and low transitiv-
ity values suggest a need for enhanced connectiv-
ity, hence applying centrality-based modification for
higher density and transitivity through node selection.
Figure 3 shows how preserving high-centrality nodes
creates a balanced network structure while maintain-
ing essential relationships. For CIC-ToN-IoT, char-
acterized by distinct temporal patterns and high com-
munity structure, we apply time-based modification
as shown in Figure 4, successfully adjusting proper-
ties while preserving chronological patterns.

The attack pattern preservation analysis validates
that the generated datasets preserve key attack pat-

CCD_INID_V1 Dataset Attacks Distribution

Udp_dos: 5.36 %
mitm: 8.37 %

Slowloris: 10.58 % A

Hydra Brute: 11.52 %

),
Arp_dos: 12.62%

I None I Arp_dos

~ None: 51.52%
Hydra Brute: 11.76 %

Hydra Brute Il Slowloris mitm Udp_dos

terns and their distributions. The NF-UQ-NIDS gen-
erated dataset preserves attack distributions benefit-
ing from enhanced community structure’s strength,
shown in Figure 5. The relative proportions of
normal and attack traffic patterns remain consistent,
demonstrating the effectiveness of community mix-
ing modification in maintaining attack signatures. For
CCD-INID-V1, Figure 6 shows how the centrality-
based modification preserves attack pattern distribu-
tions while achieving a more efficient network struc-
ture. The selective preservation of high-centrality
nodes enhances the network’s structural characteris-
tics that allow Intrusion Detection Systems (IDS) to
distinguish between normal and malicious traffic pat-
terns. For CIC-ToN-IoT, Figure 7 demonstrates how
temporal patterns of attacks are maintained through
the time-based modification technique, with attack
distributions retaining their temporal signatures while
benefiting from the streamlined network topology.
The strong component preservation analysis
demonstrates the robustness of the proposed ap-
proach in maintaining critical network structures.
According to Table 3, the NF-UQ-NIDS generated
dataset maintains 97.5% of strong components de-
spite significant reduction in mixing parameter, indi-
cating preserved network connectivity patterns. The
CCD-INID-V1 generated dataset exhibits a 1.3% in-
crease in strong component preservation, achieving
98.11% preservation rate while successfully increas-

CCD_INID_V1 Modified Dataset Attacks Distribution

Udp_dos: 5.1 %
mitm: 8.52 %

Slowloris: 9.17 % .

~ None: 52.04 %

Arp_dos: 13.38%

M None Il Arp_dos Hydra Brute I slowloris mitm Udp_dos.

Figure 6: Attack pattern distribution in CCD-INID-V1 dataset before (left) and after (right) centrality-based modification.
Showing preserved attack patterns while achieving more efficient network structure through high-centrality node selection.
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Figure 7: Attack pattern distribution in CIC-ToN-IoT dataset before (left) and after (right) time-based modification. The
comparison demonstrates preserved temporal patterns while achieving desired structural modifications.

ing density and transitivity values. The CIC-ToN-
IoT generated dataset demonstrates exceptional struc-
tural integrity with 99.97% of strong components pre-
served while achieving desired property modifica-
tions through temporal window selection. These high
preservation rates validate the effectiveness of our ap-
proach in maintaining essential network relationships.

The practical deployment analysis evaluates util-
ity in heterogeneous federated learning environments.
The setup consists of four clients with varying com-
putational constraints (RAM: 3GB-6GB, CPUs: 1-4)
and different batch sizes (32-256) to reflect real-world
heterogeneity. A feed-forward neural network with
two hidden layers is deployed across these clients,
achieving 96.4% accuracy by the third round of model
aggregation. This high performance on resource-
constrained devices validates the utility of the gen-
erated datasets in distributed environments, showing
improved training efficiency with reduced size and
maintained classification accuracy. The preservation
of interpretable features through consistent compo-
nents and attack distributions (Figures 5, 6, 7), cou-
pled with successful property modifications across di-
verse configurations, highlights the adaptability and
practical applicability of the generated datasets.

Our proposed approach effectively generates syn-
thetic datasets with desired network properties while
preserving the integrity and characteristics of the orig-
inal dataset. Structural transformation, attack pat-
tern preservation, and strong component preserva-
tion analyses demonstrate high effectiveness across
multiple datasets. Further, the generated datasets
prove useful in practical federated learning deploy-
ments, achieving 96.4% accuracy in heterogeneous,
resource-constrained environments. Our approach re-
duces dataset size significantly while maintaining in-
terpretability, and shows excellent scalability. This
comprehensive evaluation confirms that the generated
datasets retain important characteristics while meet-
ing desired network properties, making them suitable
for evaluating intrusion detection systems in central-

ized and federated learning environments.

S CONCLUSION

This paper introduces an approach addressing critical
challenges in intrusion detection evaluation: dataset
scarcity and computational overhead. The tech-
niques - Community mixing, Centrality-based, and
Time-based modifications - generate datasets with
network properties, achieving size reductions (up to
81.5%) maintaining detection accuracy (96.4%). This
achievement makes our approach valuable for eval-
uation scenarios and resource-constrained environ-
ments. The approach, validated on NF-UQ-NIDS,
CCD-INID-V1, and TON-IoT datasets, uses commu-
nity mixing to reduce mixing parameter while in-
creasing density, centrality-based methods to increase
network density and transitivity, and time-based tech-
niques to preserve chronological patterns.

These datasets are valuable for federated learning
environments, addressing data scarcity while preserv-
ing attack patterns within 5% of originals. Going for-
ward, future plans involve exploring semi-supervised
and Al-based techniques for synthetic dataset genera-
tion accounting for network properties and attack pat-
terns. Moreover, the approach will be further vali-
dated in federated learning environments, including
generating homogeneous datasets for individual com-
munities despite system heterogeneity. !
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