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Abstract: In agile software development, user stories play a central role in defining system requirements, fostering com-
munication, and guiding development efforts. Despite their importance, they are often poorly written, exhibit-
ing quality defects that hinder project outcomes and reduce team efficiency. Manual methods for creating user
stories are time-consuming and prone to errors and inconsistencies. Advancements in Large Language Models
(LLMs), such as ChatGPT, present a promising avenue for automating and improving this process. This re-
search explores whether user stories generated by ChatGPT, using prompting techniques, achieve higher qual-
ity than those created manually by humans. User stories were assessed using the Quality User Story (QUS)
framework. We conducted two empirical studies to address this. The first study compared manually created
user stories with those generated by ChatGPT through free-form prompt. This study involved 30 participants
and found no statistically significant difference between the two methods. The second study compared free-
form prompt with meta-few-shot prompt, demonstrating that the latter outperformed both, achieving higher
consistency and semantic quality with an efficiency calculated based on the success rate of 88.57%. These
findings highlight the potential of LLMs with prompting techniques to enhance user story generation, offering
a reliable and effective alternative to traditional methods.

1 INTRODUCTION

In agile software development, requirements elicita-
tion and specification are crucial for meeting end-user
needs (Sommerville, 2011). However, the dynamic
nature of agile environments, characterized by con-
stantly evolving requirements and the need for rapid
adaptation to customer needs, makes the creation of
precise specifications challenging. This challenge is
further intensified in interactive contexts, where de-
velopment is both adaptive and iterative, requiring ef-
fective communication. The emphasis on quick deliv-
eries can lead to misunderstandings and make it diffi-
cult to maintain a shared understanding among stake-
holders (Rasheed, 2021).

Agile teams face challenges such as neglect-
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ing quality requirements, excessive focus on mini-
mal documentation, and poor prioritization, which
may favor functional aspects. Frequent requirement
changes cause instability, while inaccurate specifica-
tions and effort estimates complicate planning. Com-
munication problems among stakeholders and inad-
equate architectural decisions also hinder progress
(Hoy and Xu, 2023).

Requirements elicitation is often the most chal-
lenging process in software development, frequently
cited as the main cause of project failure (Fer-
reira Martins et al., 2019). This process begins with
interviews between analysts and stakeholders to cap-
ture domain requirements, but communication chal-
lenges can lead to misunderstandings and unclear re-
quirements (Jaramillo, 2010).

Developing user stories is fundamental, especially
in agile environments, where professionals use them
flexibly to capture and express requirements. This
practice facilitates communication between develop-
ers, clients, and other stakeholders, helping to prior-
itize and deliver features in development cycles and
promoting continuous collaboration (Rahman et al.,
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2024; Ronanki et al., 2024; Oswal et al., 2024).
Since these user stories are essential for guiding

development and achieving the desired outcomes, it
is crucial that they are well-crafted to avoid negative
impacts on the client, project, and team (Oswal et al.,
2024). However, user stories are often poorly written
in practice and exhibit inherent quality defects (Lu-
cassen et al., 2016b). The quality of user stories is
crucial as it directly impacts system design and the fi-
nal product. However, manually creating these stories
can be time-consuming and prone to inconsistencies
(Rahman et al., 2024; Ronanki et al., 2024).

With advancements in artificial intelligence (AI),
particularly in Large Language Models (LLMs) like
OpenAI’s ChatGPT 1, there has been significant po-
tential to automate tasks that once demanded inten-
sive human involvement (Belzner et al., 2023). By re-
ducing human effort and the time spent on repetitive
tasks, automation minimizes errors and increases effi-
ciency, enabling developers to focus on higher-value
activities (Yarlagadda, 2021). These models, skilled
in interpreting prompts and generating text, enhance
software engineering by providing expert knowledge
and assisting developers throughout the software de-
velopment lifecycle, from requirements engineering
to system design (Belzner et al., 2023).

As a result, LLMs have become invaluable tools
for capturing and refining software requirements,
streamlining and enriching the development process
(Belzner et al., 2023). Focusing on addressing the
inefficiencies inherent in manual user story creation,
various studies are being conducted on automated
user story generation using GPT-based language mod-
els as a solution to streamline the process and enhance
quality (Oswal et al., 2024; Rahman et al., 2024).

The central problem is to explore whether user
stories generated by ChatGPT, utilizing prompting
techniques, achieve higher quality than those created
manually by humans. This comparison was carried
out using the Quality User Story (QUS) framework
(Lucassen et al., 2016a), which assesses key criteria
such as atomicity, minimality, and soundness. By ad-
dressing this problem, the research aims to provide
insights into the potential of AI to complement or sur-
pass human efforts in generating user stories.

Thus, our research question is: Do user sto-
ries generated by ChatGPT, using prompting tech-
niques, exhibit superior quality compared to those
manually written by humans?

This research was divided into two studies: The
first study compared manually created user stories
with those generated by ChatGPT using free-form
prompt. The second compared free-form prompt with

1https://chatgpt.com/

Meta-Few-Shot Prompt, a structured prompt com-
posed of advanced prompting techniques designed to
automate the generation of high-quality user stories.

2 BACKGROUND

2.1 User Stories

The requirements of a system define what it should
do, including the services it provides and operational
constraints, reflecting customer needs for specific pur-
poses like controlling a device or finding informa-
tion. The process of identifying these requirements is
called Requirements Engineering (RE) (Sommerville,
2011). In agile methods, RE is flexible and itera-
tive, with requirements defined incrementally through
epics and user stories (Alhazmi and Huang, 2020).

User stories, which are succinct descriptions of
functionalities from the user’s perspective, are a key
element in this approach. They capture the essential
aspects of a requirement, such as who the user is, what
is expected from the system, and why it is important
(Zhang et al., 2023).

This process refines high-level requirements into
actionable tasks using a just-in-time model for de-
velopment (Ferreira Martins et al., 2019), aligning
the system’s functionality with user needs in an iter-
ative and flexible manner. The widely adopted stan-
dard format is (Lucassen et al., 2016a): “As a〈type of
user〉, I want〈goal〉, so that〈some reason〉.”

Each user story should include acceptance criteria
that define the conditions for the story to be consid-
ered acceptable, covering both functional and quality
aspects (Zhang et al., 2023). Lucassen et al. (2016)
show that applying templates and quality guidelines
to user stories boosts productivity and enhances the
quality of the final product.

Effective writing of user stories is essential, as
they communicate user needs and guide the devel-
opment team. General quality guidelines in require-
ments engineering, along with frameworks like IN-
VEST and Quality User Story (QUS), provide criteria
for evaluating story quality (Zhang et al., 2023)

INVEST (Independent – Negotiable – Valuable –
Estimatable – Scalable – Testable) is an approach for
creating effective stories in agile environments. By
adopting these principles, it is possible to enhance the
quality of stories and increase the efficiency of agile
development, improving communication between the
team and stakeholders (Buglione and Abran, 2013).

Lucassen et al. (2016) present the QUS frame-
work, a collection of 13 criteria that focus on the in-
trinsic quality of the user story text and evaluate its
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quality across three main categories: syntactic, prag-
matic, and semantic. The criteria are: Well-Formed,
Atomic, Minimal, Conceptually Solid, Problem-
Oriented, Unambiguous, Conflict-Free, Complete
Sentence, Estimable, Unique, Uniform, Independent,
and Complete (Lucassen et al., 2016a).

These approaches ensure that user stories are con-
cise and clear, contributing to the success of software
development projects and enhancing the user experi-
ence (Zhang et al., 2023).

2.2 LLMs and Prompt Engineering
Techniques

With advancements in Large Language Models
(LLMs) like OpenAI’s GPT, new opportunities have
emerged in software engineering. Prompt engineer-
ing plays a crucial role in refining instructions to im-
prove model performance. Well-crafted prompts di-
rect the model toward desired results, enhancing out-
put quality and relevance. Techniques such as few-
shot prompt and detailed instructions are particularly
effective, as they help incorporate pre-existing knowl-
edge into the model, leading to significant perfor-
mance improvements and more accurate, coherent re-
sponses (Zhang et al., 2023; Vogelsang, 2024).

The combination of meta-learning and few-shot
learning has been studied in recent research. Brown
et al. (2020) define “meta-learning” as an inner-
loop/outer-loop framework, highlighting “in-context
learning” during inference, where models leverage
skills acquired through unsupervised pre-training.
This approach enables rapid adaptation to new tasks
by identifying repeated patterns within sequences.
The term “few-shot” refers to scenarios where only a
few demonstrations are provided at inference, reduc-
ing the need for task-specific data and avoiding overly
narrow fine-tuning distributions.

Hiraou (2024) applies the approach Few-Shot
Meta-Prompting, iteratively improving prompt struc-
tures using few-shot examples while preserving lin-
guistic styles and syntax. These advancements en-
hance models’ ability to generalize, resulting in more
accurate and versatile responses across contexts.

Free-form prompt, however, is an approach with-
out specific instructions, allowing for more spontane-
ity. However, this can lead to varied responses, poten-
tially impacting adherence to quality standards.

2.3 Related Work

Several studies investigate the use of LLMs in gener-
ating software requirements. Marques et al. (2024)
highlights the benefits of ChatGPT in requirements

engineering, such as automating documentation, re-
ducing errors, and increasing team efficiency. White
et al. (2024) emphasizes the importance of well-
structured prompts, presenting design techniques for
prompts in software engineering.

Krishna et al. (2024) compares the automatic
generation of Software Requirements Specifications
(SRS) documents using language models, such as
GPT-4 and CodeLlama, with the work of novice en-
gineers. The results indicate that these models can
produce comparable SRS drafts and identify issues.

Ronanki et al. (2024) explores the potential of
ChatGPT in requirements elicitation, comparing the
quality of the generated requirements with those for-
mulated by experts. The requirements generated by
ChatGPT were found to be abstract and understand-
able, but they exhibited limitations in terms of ambi-
guity and feasibility.

Rahman and Zhu (2024) introduced the tool
“GeneUS,” which utilizes GPT-4.0 and the “Chain-of-
Thought Prompting” (CoT) technique to automate the
generation of user stories. The ”Refine and Thought”
(RaT) strategy is employed to extract and refine re-
quirements, and the quality of the stories is evalu-
ated using the RUST (Readability, Understandability,
Specifiability, and Technical aspects) questionnaire.

Brockenbrough and Salinas (2024) investigated
the use of ChatGPT by computer science students to
create user stories, using the INVEST framework to
assess the quality of the generated responses. The re-
sults indicated that using ChatGPT can improve the
understanding of requirements and increase efficiency
in software development, producing more relevant
and coherent stories.

This research addresses gaps in generating high-
quality user stories by comparing manual methods
with ChatGPT to identify which yields better results.

3 METHOD

This research analyzes whether user stories generated
using prompting techniques with ChatGPT achieve
higher quality than those created manually by hu-
mans. To this end, the study evaluates the ability of
each approach to produce user stories that best adhere
to QUS quality criteria, i.e., identifying which tech-
nique demonstrates greater effectiveness in generat-
ing high-quality stories—whether they are manually
created or assisted by ChatGPT.

To assess the effectiveness of the techniques, we
followed the same evaluation process used in Ro-
nanki’s (2024) study, based on the Quality User Story
(QUS) a holistic framework proposed by Lucassen et
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al. (2016) (Lucassen et al., 2016b). These criteria
offer a solid basis for comparing the methods, em-
phasizing the quality and compliance of the user sto-
ries with well-defined requirements. Table 1 presents
the criteria, with detailed descriptions to ensure clar-
ity and precision during evaluation.

Each user story was evaluated against the QUS
criteria using a binary scoring system, where a score
of 1 indicated satisfaction and 0 indicated non-
compliance, determining whether a user story meets
or does not meet the assessed quality criterion, align-
ing with the study’s purpose of measuring strict adher-
ence to QUS standards. The total effectiveness score
for a set of user stories was calculated as a success rate
through three main steps. First, the total number of
criteria met across all evaluated stories was summed.
Then, the total possible successes were determined by
multiplying the number of evaluated stories (N) by
the number of quality criteria (C, which is 7). Finally,
the total criteria met was divided by the total possible
successes and multiplied by 100 to obtain the success
rate. This rate represents the overall adherence of the
user stories to the QUS quality criteria, reflecting the
effectiveness of the technique.

Success Rate (%) =
∑

N
i=1 Criteria Met for Storyi

N ×C
×100

Similarly, success rates were calculated for sto-
ries generated using free-form prompt and Meta-Few-
Shot Prompt, facilitating a direct comparison of the
techniques. This approach enabled the representation
of data as success percentages, providing a quantita-
tive and objective basis for comparing the quality of
user stories produced by the different techniques.

In this research, the focus was on evaluating the
quality of the generated stories based on the QUS cri-
teria, without the additional formalization of accep-
tance criteria or the definition of done, which allowed
us to focus on analyzing the user stories in terms of
their structural and qualitative characteristics.

The three methodological stages are outlined be-
low, consisting of two comparative studies and the de-
velopment of a new approach, as shown in Figure 1.

The research followed a systematic approach, or-
ganized in three main phases:
1. Empirical Study 1 (Section 4): This study fo-

cuses on comparing the quality of user stories
generated manually versus those generated auto-
matically using ChatGPT to determine which ap-
proach is more effectiveness. Two sets of user
stories were created and analyzed, then used as
benchmarks for further comparison.

2. Meta-Few-Shot Prompt Design (Section 5):
This phase involved analyzing patterns and defi-

Figure 1: Diagram of the study’s methodological steps.

ciencies in the user stories generated during Em-
pirical Study 1, which led to the development of
a structured prompt designed to guide ChatGPT
in enhancing the precision and quality of user sto-
ries. The researcher applied the Meta-Few-Shot
Prompt method to ChatGPT to generate a new set
of user stories. This method combines:
• Meta Prompting: Utilizing structured prompts

with specific quality criteria.
• Few-Shot Prompt: Providing examples to guide

the model’s responses.
3. Empirical Study 2 (Section 6): In this study, a

new set of user stories generated by ChatGPT us-
ing the newly developed Meta-Few-Shot Prompt
method was evaluated and compared to the refer-
ence sets from Empirical Study 1. This compari-
son allowed for an assessment of the quality and
effectiveness of the Meta-Few-Shot Prompt.

4 EMPIRICAL STUDY 1

This study was designed to simulate real-world sce-
narios faced by novice software engineers, ensuring
consistent data collection conditions across all partic-
ipant groups.

4.1 Study Design

The objective of this study is to compare the quality
of user stories generated manually versus those gen-
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Table 1: Description of the criteria derived from the Quality User Story (QUS) framework.

Quality Criteria Description

Syntactic
Well-formed

If the user story includes at least one role (persona), defining who is requesting
the functionality, and one means (action), which is the specific activity or

functionality that the system should allow.
Atomicity If the story addresses a single specific functionality.

Minimality

If the story contains only one role, one means (e.g., “I want to open the map”),
and one or more ends, which are the objectives the user aims to achieve using

the functionality (e.g., “to easily locate tourist destinations”), without
unnecessary information.

Semantic
Conceptually

Sound
If the means express a functionality, and the ends explain the rationale behind

that functionality.
Unambiguous If it avoids terms or abstractions that could lead to multiple interpretations.

Pragmatic Full sentence If the story is complete, well-formed, and provides sufficient context to be
clearly understood.

Estimability If the story does not denote a coarse-grained requirement that is difficult to
plan and prioritize.

erated using ChatGPT, focusing on the QUS frame-
work. Specifically, we evaluate each method’s effec-
tiveness, or success rate, in producing user stories that
adhere to the established QUS quality standards.

This research seeks to determine if language
model usage enhances user story generation within re-
quirements engineering. The study addresses the fol-
lowing research question: What is the difference in
quality between user stories generated manually and
those created using free-form prompts in ChatGPT?

Hypothesis: The study was designed with the fol-
lowing null and alternative hypotheses.

• Null Hypothesis (H01): There is no significant
difference in the quality of user stories generated
manually compared to those produced using free-
form prompt in ChatGPT.

• Alternative Hypothesis (HA1): There is a signif-
icant difference in the quality of user stories gen-
erated with free-form prompt in ChatGPT.

Variables: The independent variable is the
method of user story generation, which includes two
treatments: manual generation (treatment 1) and au-
tomated generation with ChatGPT (treatment 2). The
dependent variable is the quality of the user stories,
assessed based on adherence to the QUS framework.

Selection of Subjects: Participants were recruited
through convenience sampling from the Require-
ments Engineering and Systems Analysis (ERAS)
course within the Software Engineering program at
the Universidade Federal do Amazonas (UFAM). Be-
fore participating, they received training on the QUS
guidelines for creating effective user stories.

Experimental Design: All participants signed
an informed consent form, which guaranteed their
right to withdraw from the study at any time without
penalty. Participants were divided into groups to de-
velop user stories for a Travel Agency System using

two approaches: manual generation and automated
generation with free-form prompts in ChatGPT. We
anonymized the collected data to ensure its confiden-
tiality. To ensure everyone had the same product vi-
sion, a scenario was created about a travel agency of-
fering tickets, reservations, and tours, aiming to im-
plement a management system to optimize operations
and customer service. This scenario served as the
foundation for the user stories and was essential in
aligning all participants’ understanding of the sys-
tem’s goals and functionalities.

4.2 Study Execution

The study execution was divided into two stages:

• Stage 1 - Manual Generation: The groups
generated user stories manually from May 16
to May 21, applying the criteria learned during
the classes. Each group submitted their stories
through a provided digital platform;

• Stage 2 - Automated Generation with Free-
Form Prompt: The groups were asked to use
ChatGPT (version 3.5 or higher) to generate new
user stories from May 27 to May 29. Participants
provided basic and generic prompts to ChatGPT
without examples or specific guidelines for a rigid
and detailed structure, such as: “Generate a user
story.” The intention was to simulate the freedom
of a developer to create user stories autonomously.

Initially, twelve groups of participants were
formed, but only seven, comprising 30 participants,
completed both stages of the study.

The collected data included 14 sets of user stories
from the seven groups. Each group provided one set
of stories generated manually and another set gener-
ated with free-form prompt, totaling 126 stories (62
manual and 64 automated). Despite variations in story
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length, all stories maintained similar levels of com-
plexity, as all groups based their work on the same
statement provided during the study.

4.3 Results and Discussion

The data were compiled from the evaluations of sto-
ries generated manually and automatically by partic-
ipant groups. The analysis included calculating the
success rate for each quality criterion met. The sto-
ries from each group, manually generated and created
using free-form prompt in ChatGPT, were assessed
based on the quality criteria.

Figure 2: Comparison between the number of user stories
generated by manual methods and Free-Form Prompt.

Figure 2 illustrates the number of user stories gen-
erated by the seven groups participating in the study,
comparing the performance of the manual method
with the use of ChatGPT utilizing free-form prompt.
Among the analyzed groups, four (B, D, F, and G)
generated a number of stories greater than or equal
to those produced manually when employing the au-
tomated tool. These results suggest that ChatGPT
increased the number of user stories generated. Al-
though some groups faced challenges, the majority
achieved a higher production with automation.

Figure 3: Comparison of success sates setween Manual and
Free-Form Prompt methods.

Subsequently, the success percentage was calcu-

lated for each group. Figure 3 presents the differ-
ences in the percentages of correct responses for each
quality criterion of the generated stories, comparing
the manual and automated (ChatGPT) methods using
free-form prompt. The bars represent the percentage
of correct responses for each group and method, with
performance variations highlighted in green.

Overall, there is an observed improvement in per-
formance in three out of the seven groups when using
automated generation, with groups E and F achiev-
ing improvements of over 5%, with rates of 6.12%
and 8.91%, respectively. Positive values indicate that
ChatGPT outperformed the manual method in gener-
ating user stories, suggesting greater effectiveness in
applying quality criteria such as soundness and atom-
icity. Conversely, negative values, such as those ob-
served in group A, indicate that the manual method
was more effective in certain cases, which may be re-
lated to the participants’ experience or the quality of
the prompts provided.

Negative variations in groups such as D and G,
with values of 5.00% and 6.50%, respectively, may
suggest that, although ChatGPT may have increased
the number of user stories generated for some groups,
the automated generation did not meet quality ex-
pectations. This variation could be attributed to spe-
cific factors influencing its performance, such as the
complexity of the generated stories or differences in
how groups interacted with the tool, ultimately af-
fecting the final outcomes. In particular, the absence
of clear and specific instructions in the prompts may
have compromised the quality of the responses. Some
prompts provided only the statement without addi-
tional guidelines, which may have led to a less effec-
tive generation of user stories.

Quantitative data was analyzed to assess the effec-
tiveness of user story generation methods, using sta-
tistical analysis conducted in JASP software (version
0.19.1). The average effectiveness of manually gener-
ated user stories was calculated at 64.28% (rounded)
and compared to the effectiveness of stories gener-
ated automatically using free-form prompt, which av-
eraged 64.23% (rounded).

Although the mean of the manually generated sto-
ries is slightly higher, the statistical test did not find
sufficient evidence to assert that the quality of stories
generated by manual methods is significantly differ-
ent from those generated automatically. Thus, it can
be concluded that both methods produce comparable
results in terms of user story quality.

The Shapiro-Wilk test was used to assess data nor-
mality, a prerequisite for applying parametric tests,
such as the t-test, to ensure statistically valid results.

In this study, the p-value obtained for the Shapiro
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test was (p = 0.463). Since the p-value is greater than
the established significance level of (α = 0.05), it can
be concluded that the analyzed data exhibit a normal
distribution. This justifies the use of Student’s t-test.

The Student’s t-test obtained p-value of (p =
0.983) suggests no statistically significant difference
between the two approaches. The null hypothesis
(H01) was not rejected, indicating that both methods
generate user stories of similar quality.

Additionally, the standard deviations were 10.9%
for manual stories and 9.5% for automated sto-
ries. The lower standard deviation in the auto-
mated method suggests greater homogeneity in the
responses generated with free-form prompt. This ho-
mogeneity means that, when using automated tech-
niques, the stories tend to be more consistent in terms
of quality and format, which can be advantageous in
contexts where uniformity is desired.

Figure 4: Graph evaluating indicators with visual represen-
tations: density plots, boxplots, and individual data points.

The graph in Figure 4 helps identify potential dif-
ferences between the means and variability of the
groups. The density curves illustrate the data distribu-
tion, highlighting a concentration of values near 70%,
with overlapping distributions suggesting some simi-
larity between the methods. However, differences in
density peaks suggest variations in score distribution,
supporting an approximate normal distribution.

The boxplots summarize the central distribution,
showing similar medians and interquartile ranges
for both methods. However, subtle differences are
observed in the extreme scores and overall varia-
tion.According to the graph, free-form prompt has a
median of 67.53%, compared to 65.31% for manual
generation, indicating a slight effectiveness advantage
for the free-form prompt method.

The individual data points, or ’jitter’, show each
data pair distinctly, providing a clear view of over-
all dispersion and facilitating the identification of de-
scending patterns in the data.

In summary, while the overall effectiveness shows

no significant improvement over the manual method,
the greater homogeneity of the automatically gener-
ated stories suggests that automated techniques may
help increase the number of user stories generated and
contribute to a more uniform and standardized gen-
eration. This result is consistent with findings from
Krishna et al. (2024) , which identified a marginal
difference in quality between automatically and man-
ually generated documents.

5 META-FEW-SHOT PROMPT
APPROACH

The results from the empirical study in Section 4
showed that there was no statistically significant dif-
ference between user stories created manually and
those generated automatically with free-form prompts
by the participants. This highlighted the need to im-
prove the approach for designing prompts to produce
higher-quality user stories, leading to the develop-
ment of the Meta-Few-Shot Prompt approach.

This approach combines Meta Prompting and
Few-Shot Prompt to create a specialized prompt en-
gineering technique aimed at enhancing the precision
and quality of user stories generated by large language
models. By leveraging Meta Prompting’s structured
guidance alongside the adaptive strengths of Few-
Shot, Meta-Few-Shot Prompt enables the model to
follow specific criteria through prompts that incorpo-
rate both explicit instructions and examples.

Using Meta Prompting, the model receives
prompts containing quality criteria from the QUS
framework by Lucassen et al. (2016) , with instruc-
tions designed to meet standards. Simultaneously,
Few-Shot Prompt provides a set of well-defined user
story examples, both correct and incorrect, which en-
ables the model to identify and replicate the desired
patterns with greater consistency.

By integrating Meta-Few-Shot Prompt, the model
effectively generalizes from a limited set of examples,
adapting its output across diverse contexts while con-
sistently producing user stories that meet established
quality standards.

5.1 Approach Design

Based on the results of the empirical study in Sec-
tion 4, the following steps were taken to design the
Meta-Few-Shot Prompt approach for generating user
stories. These steps aimed to create the prompt to im-
prove the quality of the generated stories.

Prompt development followed these steps:
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• Analysis of Previous Stories: The manually and
automatically generated stories were evaluated ac-
cording to the criteria of the QUS framework. The
analysis revealed gaps, such as a lack of atomic-
ity and minimality, indicating the need for adjust-
ments in the automated generation process.

• Creation of a Refined Prompt: Based on the
identified gaps, a detailed prompt was developed
that provided ChatGPT with templates for the sto-
ries and specific guidance on the quality criteria.
The Few-Shot approach included explicit exam-
ples of stories that met the quality criteria, while
Meta Prompting offered a broader context regard-
ing what was requested.

• Testing and Refinements: After creating the ini-
tial prompt, it was iteratively tested to generate
new user stories. With each iteration, the prompt
was adjusted to enhance the clarity of the instruc-
tions and improve the results. Additionally, both
the evaluation criteria and the guidelines provided
in the prompt were refined to ensure they were
clear and precise, guiding the generation and re-
view of these stories while ensuring they adhered
to the established quality criteria. Examples of
well-formed stories were included to facilitate un-
derstanding of what was expected.

• Application of the Meta-Few-Shot Prompt Ap-
proach: After iterations and refinements, the fi-
nal prompt was executed to generate 15 new user
stories with ChatGPT, which were then evaluated
using the same criteria as the previous stages, en-
suring consistency in quality assessment.

5.2 Approach Structure

The prompt was implemented in stages to enhance the
creation of user stories. Summary of the approach:

1. Orientation and Steps: The document begins by
instructing the reader to review all instructions.

2. Activities: The document breaks down the pro-
cess into specific activities:

• Introduction of the Process: The initial activ-
ity asks the user to communicate the software
discovery context to ChatGPT, expecting a sim-
ple acknowledgment of “Understood”.

• Product Presentation: This activity provides
a detailed product vision for a software system,
for example, a tourism agency’s management
system, which ChatGPT must acknowledge.

• Requirements Presentation: This activity
presents the system requirements, including
different user roles (as Travel Agents and

Clients), their actions, and functional require-
ments such as client registration, reservation
management, and client-agent communication.

• User Story Template: This activity defines
a template and specific criteria for user sto-
ries. Each story should include a persona, ac-
tion, and goal and follow seven criteria: well-
formed, atomic, minimal, conceptually solid,
unambiguous, complete, and estimable.

• User Story Generation: It instructs ChatGPT
to act as a Requirements Engineer, using pro-
vided information to generate user stories for
the software based on the template and criteria,
rather than responding with “Understood”.

In summary, this approach provides a procedu-
ral guide for systematically generating precise and
structured user stories, adhering to predefined crite-
ria, within the context of software product discovery.

The full approach are available in the Supplemen-
tal Material 2.

6 EMPIRICAL STUDY 2

Building on the findings from the Empirical Study in
Section 4, which revealed quality gaps in user sto-
ries generated through automated methods, this study
introduces the Meta-Few-Shot Prompt approach. By
combining the strengths of Meta Prompting and Few-
Shot Prompt, as explored by Hiraou (2024) , this tech-
nique directs ChatGPT to produce more accurate and
higher-quality user stories.

6.1 Study Design

This study aimed to evaluate the effectiveness of the
Meta-Few-Shot Prompt method in generating user
stories, focusing on improvements in key aspects such
as non-ambiguity, atomicity, and adherence to prede-
fined quality standards. Unlike the previous study,
which involved participant groups, this study was
conducted solely by the researcher, who applied the
Meta-Few-Shot Prompt method to generate new user
stories and assess the results.

Hypothesis: To answer this question, the study
was designed with the following hypotheses:

• Null Hypothesis (H02): There is no significant
difference in the quality of user stories generated
using free-form prompt compared to those pro-
duced using meta-few-shot prompt.

2https://figshare.com/s/eaf2e688f4e65afaf6a8
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• Alternative Hypothesis (HA2): There is a signif-
icant difference in the quality of user stories gen-
erated with meta-few-shot prompt.

Variables: The independent variable in this study
is the method of user story generation, which includes
two treatments: free-form prompt (treatment 1) and
meta-few-shot prompt (treatment 2). The dependent
variable is the quality of the user stories, assessed
based on adherence to the QUS framework.

Experimental Design: Initially, two reference
sets of user stories were established, consisting of
stories generated manually and through free-form
prompt (Empirical Study 1). These sets served as
comparison points for evaluating the effectiveness of
the Meta-Few-Shot Prompt method. The researcher
then applied the Meta-Few-Shot Prompt method to
ChatGPT to generate a new set of user stories.
This method combined two main techniques: Meta
Prompting (involving structured prompts with spe-
cific quality criteria) and Few-Shot Prompt (incorpo-
rating examples to guide the model’s responses). The
newly generated stories were then analyzed to evalu-
ate their quality in comparison to the reference sets.

The quality of the generated stories was assessed
using the same criteria established in the first study,
ensuring a consistent evaluation for comparison.

A comparative analysis was conducted between
the stories generated by the Meta-Few-Shot Prompt
method and those from the manually and free-form
prompt reference sets. A qualitative analysis exam-
ined improvements in story quality based on pre-
defined criteria, and a statistical analysis assessed
whether the methods produced significant differences
in story quality.

6.2 Results and Discussion

The final prompt, utilizing the Meta-Few-Shot
method, was applied to guide the model in generating
user stories. This approach combines the structuring
of Meta Prompting with the flexibility of Few-Shot
Prompt, allowing the model to receive specific guide-
lines and examples of previous stories. The result was
the generation of 15 stories, which were crafted to
meet the established quality criteria.

The application of Meta-Few-Shot Prompt pro-
vided a rich and detailed context, helping the model
capture important nuances of user requirements. Each
generated story was designed to reflect the desired
functionality in a simple, cohesive, and minimal man-
ner. This technique aimed to enhance the relevance
and quality of the stories, facilitating a more efficient
and effective production process, as it not only en-
sures the creation of relevant and high-quality sto-

ries, but also facilitates the creation of these stories
quickly, using only available resources, contributing
to a more optimized and streamlined process in the
agile development environment.

The resulting stories were then evaluated for com-
pliance with the same quality criteria. The perfor-
mance of these stories compared to those generated
by free-form prompt is presented in Figure 5, high-
lighting the effectiveness of Meta-Few-Shot Prompt
in generating high-quality stories.

Figure 5: Success rate of Free-Form Prompt and Meta-Few-
Shot Prompt methods.

The automated methods used in generating user
stories showed efficiencies ranging from 46.94% to
75.32%. This indicates that, while these methods
yielded varied results, they did not achieve consis-
tently high efficiency.

In contrast, the Meta-Few-Shot Prompt method
stood out by achieving an efficiency of 88.57%, cal-
culated based on the number of correct responses rel-
ative to the total number of evaluated criteria. This
metric provides a clear insight into the effectiveness in
generating high-quality user stories. The significant
difference in efficiency suggests that Meta-Few-Shot
Prompt is a more effective approach for story genera-
tion compared to the simplified automated methods.

When comparing the average effectiveness of
automated methods (65.85%) with Meta-Few-Shot
Prompt, the latter was 22.72% more effective.

A statistical analysis was also conducted using the
one-sample t-test. It was observed that when compar-
ing manual generation with Meta-Few-Shot Prompt,
the p-value was 0.001. Additionally, when comparing
automated generation using the Free-Form Prompt
method to Meta-Few-Shot Prompt, the p-value was
< 0.001. These results provide sufficient statistical
evidence to reject the null hypothesis (H02) and con-
clude that the success rate achieved by Meta-Few-
Shot Prompt is significantly different from both the
success rate of manual generation and that of auto-
mated generation using Free-Form Prompt. There-
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fore, the alternative hypothesis (HA2) is valid.
This substantial difference highlights the potential

of Meta-Few-Shot Prompt as a superior technique ca-
pable of generating user stories with higher quality
and effectiveness.

These results indicate that by applying the combi-
nation of Meta Prompting and Few-Shot Prompt, the
model not only improves the quality of the generated
stories but also demonstrates a significant increase in
efficiency. These findings corroborate the results of
Hiraou’s (2024) study , which emphasizes how the ap-
plication of advanced techniques such as Meta-Few-
Shot Prompt can lead to significant improvements in
the quality and effectiveness of responses generated
by language models, highlighting its potential in prac-
tical contexts, such as requirements engineering and
agile settings, where speed and quality are essential.

Figure 6: Methods comparison by quality categories.

In Figure 6, the normalized frequency of correct
responses reveals the proportion of stories that met
the quality criteria across three categories from Qual-
ity User Story (QUS) framework — syntactic, seman-
tic, and pragmatic — for the manual, automated with
Free-Form and Meta-Few-Shot Prompt methods.

Automatically generated stories showed slightly
improved syntactic correctness, 0.46, compared to the
manual stories, 0.41. However, small reductions were
observed in the semantic 0.87 versus 0.90 and prag-
matic 0.68 versus 0.69 categories, suggesting that se-
mantic and pragmatic errors remain significant chal-
lenges despite an improvement in syntax.

Manual stories and generated with free-form
prompt showed success rates of 0.41 and 0.46 for the
syntactic category. While the Meta-Few-Shot method
demonstrated a lower performance of 0.25 in this cat-
egory, it compensated for this deficit with notable im-
provements in the semantic and pragmatic categories.

In the semantic category, there was a remarkable
improvement, with the Meta-Few-Shot achieving a
correctness rate of 1, in contrast to 0.90 and 0.87
for the manual and free-form methods, respectively.

In the pragmatic category, the Meta-Few-Shot also
showed an increase, reaching a success rate of 0.75,
compared to 0.69 and 0.68 for the manual and free-
form prompt methods.

Thus, the Meta-Few-Shot Prompt method showed
a substantial improvement in the success rate com-
pared to the manual and Free-Form Prompt methods.
Specifically, the Meta-Few-Shot achieved a correct-
ness rate of 1 in the semantic category, surpassing the
manual methods at 0.90 and Free-Form at 0.87. In the
pragmatic category, the Meta-Few-Shot also showed
an increase, with a success rate of 0.75, compared to
0.69 (manual) and 0.68 (free-form).

Sixty percent of the stories generated using Meta-
Few-Shot Prompt fully met the established quality
criteria, demonstrating improvements in semantic and
pragmatic aspects. However, the most common syn-
tactic error was the difficulty in ensuring atomicity,
which is essential for clear and simple story formu-
lation. Non-atomic stories compromised minimality,
making them more complex and difficult to estimate
and prioritize. This issue resulted in a 40% error rate
across the generated stories. Half of these errors,
specifically in three stories, were due to challenges
in maintaining atomicity, directly impacting both syn-
tactic clarity and the feasibility of implementing and
prioritizing these stories within agile planning.

The results indicate that user stories generated
by ChatGPT, particularly using the Meta-Few-Shot
Prompt approach, are of higher quality than those
written manually or generated through free-form
prompt. This aligns with findings by Brockenbrough
and Salinas (2024), who observed that user stories
created with AI assistance surpassed those developed
without such a tool, while extending their scope by in-
corporating structured prompts with clear examples.

Meta-Few-Shot Prompt effectively addresses as-
pects such as minimality, and semantic clarity, sur-
passing free-form prompt in both semantic and prag-
matic quality. This underscores its ability to over-
come the limitations of earlier methods and enhance
the overall quality of generated user stories.

7 THREAT TO VALIDITY

All studies face threats that may compromise the va-
lidity of the results (Wohlin et al., 2012), which were
categorized into internal, external, conclusion, and
construct threats, with the corresponding mitigation
strategies outlined below:

Internal Validity: The variability in participants’
skills for manually and automatically generating user
stories poses a threat. Although all participants re-

ICEIS 2025 - 27th International Conference on Enterprise Information Systems

56



ceived prior training focused on creating user stories,
the lack of a rigid prompt structure for some may have
led to greater variability in the results, especially for
those less familiar with generating stories automati-
cally. One of the main benefits of using Meta-Few-
Shot Prompt in the study is its ability to reduce this re-
liance on experience by providing a structured prompt
that any participant can follow.

External Validity: The research sample was
limited to students from the Software Engineering
course, potentially restricting the generalization of
competencies to roles beyond this academic setting.
However, studies such as those by Höst et al. (2000)
(Höst et al., 2000) and Salman et al. (2015) (Salman
et al., 2015) have shown that students can adequately
represent industry professionals, making this sample
suitable for evaluating the framework.

Construct Validity: The metrics used to evaluate
the quality of user stories, based on the QUS frame-
work, provide a robust set of criteria to assess differ-
ent dimensions of quality. While these metrics are
reliable and ensure the overall quality of the gener-
ated stories, they may not capture all nuances in more
complex contexts. However, the use of QUS signifi-
cantly minimizes this risk.

Conclusion Validity: These include the small
sample size, which limits generalizability, the vari-
ability in participants’ skills, the risk of statistical er-
rors due to the limited number of observations, and
the low statistical power, as evidenced by the simi-
larity in the results. Furthermore, bias in the analy-
sis, due to the subjective evaluation of the researcher,
can compromise the objectivity of the conclusions.
To minimize the influence of the researcher, the au-
thor was responsible for identifying and analyzing all
study results. Subsequently, all data and findings were
reviewed and validated by two other researchers: the
advisor, an expert in prompting techniques, and the
co-advisor, an expert in RE, ensuring the validity and
reliability of the conclusions.

Threats from Hallucination: A concern when
using LLMs is hallucination, which refers to the gen-
eration of inaccurate or fabricated information that
appears plausible but lacks a foundation. This oc-
curs because models like ChatGPT are trained on vast
amounts of online data, allowing them to extrapolate
information, interpret ambiguous prompts, or modify
data without solid grounding (Huang et al., 2024). As
a result, the generated user stories may contain erro-
neous details that do not reflect reality. Therefore, it
is crucial to include a final review stage by a require-
ments expert to verify whether the stories align with
the project needs, ensuring their accuracy and appli-
cability.

8 CONCLUSIONS

This research investigated whether user stories gener-
ated by ChatGPT using the Meta-Few-Shot Prompt
exhibit superior quality compared to those written
manually or generated through free-form prompt. Re-
sults showed that Meta-Few-Shot Prompt notably
improved quality, particularly in semantic accuracy,
eliminating errors in interpreting and translating re-
quirements. 60% of the generated stories met all qual-
ity criteria, surpassing manual and free-form meth-
ods. However, challenges persisted in the syntactic
category, mainly due to difficulties in ensuring atom-
icity, which impacted complexity and prioritization.

Meta-Few-Shot Prompt proved significantly more
effective than previous methods, especially for se-
mantic and pragmatic quality. This aligns with
findings by Brockenbrough and Salinas (2024) that
ChatGPT-driven user stories are of higher quality than
those crafted without AI support. Future research
should enhance syntactic quality and explore appli-
cations beyond requirements engineering, like auto-
mated test scenario generation, technical documenta-
tion, and refining non-functional requirements.
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