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Abstract: This paper presents a novel approach to anomaly detection in surveillance videos, focusing specifically on 
accident detection. Our proposed system integrates YOLOv8 and Convolutional Neural Networks (CNN) to 
create a hybrid model that efficiently detects accidents in real-time and generates alerts to the nearest police 
station. The YOLOv8 framework is employed for object detection, ensuring high accuracy and speed, while 
the CNN enhances the classification of detected anomalies. Additionally, we have implemented a vehicle 
license plate recognition system using YOLOv8 in conjunction with PaddleOCR for character detection, 
enabling the extraction of vehicle information during incidents. The results demonstrate the effectiveness of 
our approach in improving response times and enhancing public safety through automated alert generation 
and vehicle identification. This research contributes to the ongoing efforts in leveraging advanced machine 
learning techniques for real-world applications in surveillance and public safety.

1 INTRODUCTION 

In recent years, the rapid advancement of technology 
has significantly transformed the landscape of 
surveillance systems, particularly through the 
integration of artificial intelligence (AI) and machine 
learning (ML). Among the most critical applications 
of these technologies is anomaly detection in video 
surveillance, which serves as a vital tool for 
enhancing public safety and security. Anomaly 
detection refers to the identification of unusual 
patterns or behaviours in video streams that deviate 
from established norms. This capability is essential 
for timely intervention in various scenarios, including 
traffic accidents, violent incidents, and other 
emergencies.  

Traditional surveillance methods relied heavily on 
human operators to monitor video feeds continuously. 
This approach was not only labour-intensive but also 
prone to errors due to human fatigue and distraction. 
As a result, many critical incidents went unnoticed or 
were only identified long after they occurred. The 
introduction of automated anomaly detection systems 
has addressed these limitations by leveraging 
sophisticated algorithms that can analyze video data 
in real-time. These systems can detect abnormal 

events with a high degree of accuracy, thereby 
reducing the reliance on human oversight and 
improving response times. 

The application of deep learning techniques, 
particularly Convolutional Neural Networks (CNN), 
has revolutionized the field of video analytics as in 
Fig 1. CNNs are adept at processing visual data and 
can learn to recognize complex patterns within video 
frames. By training these networks on large datasets 
containing both normal and anomalous behaviours, 
the systems can effectively distinguish between 
typical activities and those that warrant further  

 
Figure 1: Overall structure. 
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investigation. For instance, in traffic monitoring 
scenarios, CNNs can be trained to identify accidents 
by recognizing sudden stops or collisions among 
vehicles. 

The significance of anomaly detection extends 
beyond mere accident identification; it encompasses 
a wide array of applications across various sectors. In 
public safety, for example, real-time detection of 
violent behaviour or unauthorized access can prevent 
potential threats before they escalate into serious 
incidents. Similarly, in healthcare settings, 
monitoring patient activities through video analytics 
can help detect falls or wandering patients, ensuring 
timely intervention and improved patient safety. 

In conclusion, the integration of AI and ML into 
video surveillance systems has ushered in a new era 
of anomaly detection that significantly enhances 
public safety and operational efficiency. Our research 
focuses on developing a hybrid approach that 
combines YOLOv8 and CNNs for real-time accident 
detection while also implementing vehicle 
identification through license plate recognition. As 
these technologies continue to evolve, their 
applications will expand further, contributing to safer 
urban environments and more effective law 
enforcement strategies. The ongoing challenge lies in 
refining these systems to minimize false positives 
while addressing ethical concerns related to privacy 
and data security. Through continued innovation and 
responsible implementation, we can harness the full 
potential of anomaly detection technologies for the 
benefit of society as a whole. 

2 LITERATURE SURVEY 

In the domain of anomaly detection within 
surveillance systems, numerous studies have 
explored various methodologies and technologies to 
enhance the accuracy and efficiency of detection 
algorithms. This literature survey reviews seven 
notable works that contribute to the field, highlighting 
their approaches, findings, and inherent limitations. 

S. Al-E'mari, Y. Sanjalawe et al explain in this 
paper, an improved YOLOv8-based real-time 
monitoring system with higher security level is 
proposed. The major upgrades in the VigilantOS® 
release include introduction of Anomaly Detection 
Layer using unsupervised learning to identify 
deviations, Behaviour Analysis Algorithms for 
spotting suspicious movements and better optimized 
Real-Time Data Processing to enhance detection 
accuracy and speed. It works well in noisy, high 
activity zones and even crowded environments where 

it outperforms baseline systems in both detect-and-
analyze-cycle time, discriminating better between 
threats. 

A. M.R., M. Makker et al describe that this paper 
presents a system designed to detect and classify 
anomalies in surveillance videos with CNNs 
combined with LSTM, trained on the UCF Crime 
dataset. The model captures frame-wise spatial 
features and uses LSTM for sequence learning, 
obtaining 85% accuracy in video classification of 
Explosion, Fighting, Road Accident and Normal 
frames. Governments of countries like the US, 
Australia, etc., are funding sales of AI-based weapons 
with claims that they can perform various tasks and 
eradicate problems like manual analysis, high false 
alarm rates and claim to improve security in public 
and private spaces. 

B. S. Gayal et al show that this study is to research 
an automatic anomaly detection system for 
surveillance videos based on object tracking through 
object detection (threshold method) and MOSSE. He 
combines important categorical data to a deep CNN 
classifier after extracting statical and texture features 
and he was able to classify the videos as 
normal/abnormal which has achieved 
92.15%accuracy. Anomalies detected then proceed 
with object localization to track! The system is 
designed to deliver real-time alerts as well, in order to 
improve abnormality detection in surveillance. 

K. Nithesh, N. Tabassum et al introduced a neural 
network-based approach to add another step into one 
of the most popular areas in public safety which is 
video analysis or surveillance videos for anomaly 
detection. It processes video frame by frame, alerting 
on identified anomalies. It asserts the necessity of 
independent a video analysis as continuous manual 
monitoring is practically no longer possible with the 
increasing number of cameras. This method is care 
for cost me the way of fast processing, helping 
operators identity critical activities and assisting 
forensic investigations. 

Zhong-Qiu Zhao et al explain a survey of deep 
learning-based object detection using CNNs. It covers 
the essential architectures, modifications, and 
techniques for improving performance across various 
tasks, including salient object, face, and pedestrian 
detection. It shows that deep learning as an approach 
to object detection is more efficient, as it deals with 
issues like pose, occlusion and lighting variations 
better than its predecessors. It also provides directions 
for future research. 
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3 METHODOLOGY 

We have proposed a surveillance video anomaly 
detection model based on hybrid YOLOv8 + CNN. 
Real-time detection of anomalies such as road 
accidents is successfully flagged by the system. We 
also implemented License Plate Recognition 
(LPR)within the system, enabling it to capture and 
return the vehicle's licence plate number at incident 
times. When an anomaly is detected, the system 
instantly sends a notification to nearby rescue teams 
using Twilio, including the corresponding license 
plate number for prompt identification and action. 
Combining anomaly detection with real-time alerts 
and LPR dramatically improves safety by allowing 
for quicker rescue and tracking of cars involved in the 
incident. 

3.1 Dataset 

For our hybrid model aimed at number plate 
recognition, we utilize two prominent datasets:  

The UCF dataset and a dataset from Kaggle. The 
UCF dataset is well-known for its extensive 
collection of video clips containing various real-
world scenarios, including vehicle movements and 
interactions. This dataset provides a diverse range of 
vehicle types and license plates which is crucial for 
training models to recognize and differentiate 
between various number plate formats and styles. 

On the other hand, the Kaggle dataset specifically 
focuses on number plates, featuring images captured 
under different lighting conditions and angles. This 
dataset includes a wide variety of license plates from 
different regions, showcasing variations in font, 
colour, and design. By employing these datasets, we 
can effectively train our hybrid model that combines 
YOLOv8 for object detection with CNN for character 
recognition.  

The training process has the dataset divided into 
70% training and 30% testing. It also involves pre-
processing the images to enhance clarity, followed by 
segmentation to isolate the number plates from the 
background. Subsequently, we feed these processed 
images into our model, enabling it to learn the unique 
features associated with different license plates. This 
comprehensive approach ensures that our system is 
robust and capable of accurately recognizing number 
plates in diverse real-world conditions. As in Fig2, we 
can see the epochs while training that are the number 
of times the dataset is fed to the model for training. 

 
Figure 2: Epochs during training. 

3.2 Feature Extraction 

Feature extraction is a crucial step in our hybrid 
model for accident detection and vehicle 
identification. In this project, we have implemented a 
systematic approach to annotate and pre-process the 
datasets for both car accidents and number plate 
recognition, ensuring that our model can effectively 
learn and generalize from the data. 

3.2.1 Annotating Process 

Each annotated frame includes bounding boxes 
around vehicles involved in the incidents, along with 
labels indicating the type of anomaly. This detailed 
annotation allows the model to learn the visual 
characteristics associated with different types of 
accidents. In parallel, for number plate recognition, 
we used the Kaggle dataset, which required a separate 
annotation process. Here, we focused on identifying 
and labelling the license plates in various images. 
Each number plate was annotated with bounding 
boxes and corresponding text labels that represent the 
alphanumeric characters present on the plates. This 
step is vital for training our YOLOv8 model to 
accurately detect and read number plates under 
varying conditions. 

3.2.2 Pre-Processing Steps 

Following annotation, several pre-processing steps 
were undertaken to enhance the quality of the data 
before feeding it into our model. For both datasets, we 
applied image normalization techniques to ensure 
consistent brightness and contrast levels across 
different images. This helps mitigate issues caused by 
varying lighting conditions during data collection. 
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We also resized the images to specific dimensions. 
Additionally, we performed data augmentation 
techniques such as rotation, scaling, and flipping to 
artificially expand our training dataset.  

This not only increases the diversity of training 
samples but also helps improve the robustness of our 
model against overfitting. For the accident detection 
dataset, we also extracted temporal features by 
analyzing sequences of frames to capture motion 
patterns associated with accidents. This temporal 
analysis is critical for understanding dynamic events 
in video footage. In terms of parameter tuning, for 
YOLOv8 a confidence level of 0.5 has been set while 
CNN parameters are optimized to learning rate of 
0.001.  

In summary, our feature extraction process 
combines thorough annotation with effective pre-
processing techniques to create high-quality training 
data for our hybrid model. By carefully preparing 
both datasets—one for detecting accidents and 
another for recognizing number plates—we aim to 
enhance the overall performance and accuracy of our 
system in real-world applications. 

3.3 Deep Learning Models 

In our project, we employ a hybrid approach that 
utilizes the YOLOv8 architecture and CNN for 
accident detection and YOLOv8 for vehicle number 
plate recognition. YOLOv8, our chosen iteration of 
the You Only Look Once (YOLO) series, is renowned 
for its efficiency and accuracy in real-time object 
detection tasks and was the perfect version for when 
we commenced, before the release of YOLOv11. Its 
architecture is designed to balance speed and 
precision, making it suitable for applications in 
surveillance systems. 

The architecture of YOLOv8 can be divided into 
three main components: the backbone, the neck, and 
the head.  

1 Backbone: The backbone of YOLOv8 is based 
on CSPDarknet53, a convolutional neural network 
that excels in feature extraction. This backbone 
employs Cross Stage Partial (CSP) connections to 
enhance information flow between layers, improving 
gradient propagation during training. By capturing 
hierarchical features from input images, it effectively 
represents low-level textures and high-level semantic 
information crucial for accurate object detection. 

2 Neck: The neck component of YOLOv8 utilizes 
a Path Aggregation Network (PANet) to refine and 
fuse multiscale features extracted by the backbone. 
This structure enhances the model's ability to detect 
objects of varying sizes by facilitating information 

flow across different spatial resolutions. The PANet 
design allows for improved feature integration, which 
is essential for detecting both large and small objects 
in complex environments.  

3 Head: The head of YOLOv8 is responsible for 
generating final predictions, including bounding box 
coordinates, class probabilities, and objectless scores. 
A key innovation in this version is the adoption of an 
anchor-free approach to bounding box prediction, 
simplifying the prediction process and reducing 
hyperparameters. This change enhances the model's 
adaptability to objects with varying aspect ratios and 
scales. 

 
In addition to YOLOv8 for accident detection, we 

integrate Convolutional Neural Networks (CNN) to 
enhance our model's capability in recognizing 
characters on vehicle number plates. The architecture 
of CNN can be divided into three main components: 
Convolutional layers, Pooling layers and Fully 
Connected layers.  

YOLOv8 is used for object detection in accident 
detection and frame extraction in vehicle plate 
recognition. The CNN processes the segmented 
images of license plates extracted by YOLOv8, 
focusing on character recognition tasks as seen in Fig 
3. CNN is also for deeper classification and further 
analysis like determining accident severity. This 
combination allows for efficient detection of vehicles 
involved in accidents while simultaneously 
identifying their registration details. Also, the hybrid 
model brings a little complexity increasing 
interference that are mitigated by optimization 
techniques to maintain a real time response during 
accident detection. 

 
Figure 3: Architecture Diagram. 
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3.4 Evaluation of Model 

As in Fig4, in this stage we evaluate the models by 
entering the dataset with predictor variables to each 
model, then the models will predict the targeting 
variable according to the prediction results and we 
will compare it with real values. 

 
Figure 4: Evaluation Method.  

To validate the effectiveness of the hybrid models 
developed for accident detection and vehicle 
numberplate recognition in our project, we utilized 
accuracy as the primary metric for evaluation as well 
as precision and recall. Accuracy is a widely accepted 
measure in classification tasks, providing a 
straightforward indication of a model’s performance 
by calculating the proportion of correct predictions 
made by the model. The formula for accuracy can be 
expressed as follows: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ 𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠𝑇𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠  

Equation 1: Accuracy. 

In a more detailed context, accuracy can also be 
calculated using the following equation: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ 𝑇𝑃  𝑇𝑁𝑇𝑃  𝑇𝑁  𝐹𝑃  𝐹𝑁 

Equation 2: Accuracy Alternative Formula. 

The annotations were verified manually. Cross validation 
techniques were applied to reduce overfitting. 
 
 
 

4 EXPERIMENTAL RESULTS 

In this project, we trained separate models for two 
distinct tasks: accident detection and vehicle 
numberplate recognition. Each model was evaluated 
based on its ability to accurately classify instances as 
either accident or non- accidents, and to recognize 
vehicle registration numbers from images of license 
plates as in Fig5.  

 
Figure 5: Instances of Classification 

The experimental evaluation yielded the 
following results: 

Accident Detection Model: By implementing the 
YOLOv8 architecture in conjunction with CNN 
techniques, this model achieved an impressive 
accuracy of 95% in identifying car accidents from 
video feeds. The model demonstrated strong 
performance in recognizing various types of 
accidents, including collisions and abrupt stops. 

 Number Plate Recognition Model: Utilizing 
YOLOv8 specifically for license plate detection, this 
model successfully recognized vehicle registration 
numbers with an accuracy of 98.94%. The system 
effectively identified plates under different lighting 
conditions and angles, showcasing its robustness in 
real-world scenarios. 

The graphs in Fig 6 show us the gradual reduction 
in training losses that in turn shows that there has been 
proper learning without sever overfitting in an early 
span of time. The metric precision graph shows model 
is getting precise over time; metric recall graph shows 
model is capturing more true positives that is an 
increasing recall; metric mean average precision 
graph shows improving performance over epochs at 
0.5 threshold and overall improvement in localisation 
performance at thresholds from 0.5 to 0.95. 
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Figure 6: Loss and Performance Metrics. 

Alert System Integration: To enhance public 
safety further, we have integrated an alert system that 
notifies the nearest police station based on the 
location where the system is installed Upon detecting 
an accident, the system automatically sends an alert 
containing critical information such as: 

• Location Coordinates: GPS data indicating the 
precise location of the incident.  

• Incident Type: Classification of the event (e.g., 
collision, abrupt stop). 

 • Time Stamp: The exact time when the incident 
was detected. This real-time notification allows law 
enforcement to respond promptly to emergencies, 
potentially reducing response times and improving 
outcomes for those involved in accidents as seen in 
Fig 7. 

 
Figure 7: Alert Message. 

 
Figure 8: Values of the Metrics in the Epochs. 

As in Fig8, the values corroborate what the graphs 
show, of oscillating values till they show it getting 
precise over time. 

5 COMPARISION RESULTS 

In order to evaluate the performance of our hybrid 
model, we conducted a comparative analysis against 
two baseline models: the YOLO model alone and 
YOLO+ CNN model (Fig 9). This comparison aimed 
to assess the effectiveness of integrating YOLO with 
CNN techniques in accident detection and vehicle 
number plate recognition. 

The graph represents height for the accuracy of 
each model. We observe that the YOLO + CNN 
hybrid model consistently outperforms the standalone 
YOLO model across all metrics evaluated with a 
substantially high in precision and recall, signifying 
its enhanced capability for both detection and 
classification of road accidents. 

 
Figure 9: Comparison Graph between YOLO and 
YOLO+CNN.  

The following metrics were considered for 
comparison: 
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Table 1: YOLO and YOLO+CNN Model Comparison. 

 

Table 2: Comparison of Accuracies achieved by Models in 
Anomaly Detection. 

MODEL ACCURACY
YOLOv5 0.89 
CNN+LSTM 0.93 
YOLOv8 0.896 
YOLOv8+CNN 0.95 

In table 2, we see a few accuracies other models 
have achieved in the research papers we have read 
during the literature survey. As is evident, the hybrid 
approach gives a better accuracy.  

6 CONCLUSIONS AND FUTURE 
WORK 

In this project, we developed a robust hybrid model 
that integrates YOLOv8 and Convolutional Neural 
Networks (CNN) for real-time accident detection and 
vehicle number plate recognition. Our approach 
effectively addresses critical challenges in 
surveillance systems, such as timely incident 
detection and accurate vehicle identification. The 
experimental results demonstrated high accuracy 
rates of 95% for accident detection and 92% for 
number plate recognition, underscoring the 
effectiveness of our methodologies. The successful 
implementation of YOLOv8 for both tasks highlight 
its versatility and efficiency in processing visual data 
in real-time. By leveraging advanced deep learning 
techniques, our system not only enhances public 
safety but also streamlines response efforts by 
providing law enforcement with immediate alerts and 
vehicle information during incidents.  
 

While our current model shows promising results, 
there are several avenues for future research and 
improvement. First, we plan to enhance the dataset 
used for training by incorporating more diverse 
scenarios, including various weather conditions and 
lighting situations. This will help improve the model's 
robustness and generalizability across different 
environments.  

Second, we aim to explore the integration of 
additional features such as contextual information 
from surrounding traffic conditions or integrating 
data from other sensors (e.g., radar or LIDAR) to 
further enhance detection accuracy. Moreover, 
addressing the issue of false positives is crucial for 
improving the reliability of our system. Future work 
will focus on refining the model’s algorithms to 
reduce misclassifications, particularly in crowded 
scenes where multiple vehicles are present.  

Finally, we intend to investigate the deployment 
of our model on edge devices to facilitate real-time 
processing in practical applications. This would allow 
for quicker response times and broader accessibility 
in various surveillance settings.  

By pursuing these enhancements, we aim to 
further advance our hybrid model's capabilities, 
ultimately contributing to safer urban environments 
and more efficient law enforcement operations.  
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