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Abstract: Conventional content-based image retrieval (CBIR) systems typically do not consider the limitations of the
feature extraction-distance measurement paradigm when capturing a user’s query. This issue is compounded
by the complicated interfaces that are featured by many CBIR systems. The framework proposed in this work
embodies new concepts that help mitigate such limitations. The front-end includes an intuitive user interface
that allows for fast image organization though spatial placement and scaling. Additionally, a multiple-image
query is combined with a region-of-interest extraction algorithm to automatically trigger global or object-based
image analysis. The relative scale of the example images are considered to be indicative of image relevance
and are also considered during the retrieval process. Experimental results demonstrate promising results.

1 INTRODUCTION

Among the different types of queries used in content-
based image retrieval (CBIR) systems, the most
widely adopted is query by example (QBE). In this ap-
proach, the user presents a query image (also known
as an example image) to the system and expects sim-
ilar or relevant images as the result. The framework
of a general QBE system can be summarized in the
following steps:

1. One or more features, such as color, texture, or
spatial structure, are extracted from images in the
image database and from the query image. These
low-level characteristics are stored in a feature
vector (FV).

2. A distance function compares the query image FV
to all FVs in the database - the ultimate measure
of image similarity.

3. The images in the database are sorted according to
their calculated distances, from low (most similar)
to high (least similar).

4. Finally, the first t most similar images are pre-
sented to the user. This is called the retrieved set.
Usually t is returned by a cut function, but a con-
stant can be also be used.

QBE is efficient because it is a compact, fast and
generally natural way for specifying a query. While
keyword or text based queries can be effective in very
narrow domains, QBE is useful in broad databases
where verbal specifications of the query are imprecise
or impractical (Castelli and Bergman, 2002).

However, the QBE framework is not always accu-
rate in capturing the user’s true intentions for provid-
ing a particular query image. The main reasons for
this are the limitations related to the feature extrac-
tion and distance measurement steps in the previous
list. The user’s intended query information is not al-
ways perceived in the extracted feature of the images
and, hence, FV distances are not guaranteed to be cor-
rect. Similarity judgement based on a single extracted
quantity (distance) is gross and ineffective reduction
of the human user’s desires.

Another point of weakness in QBE is the inher-
ent difficulty in translating visual information into the
semantic concepts that are understood by the human
user. Indeed, this is one of the central challenges of
the visual information retrieval field, commonly re-
ferred to as the semantic gap (Smeulders et al., 2000).
Several approaches have been purposed to overcome
the semantic gap including the use of image descrip-
tors that best approximate the way in which humans
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Figure 1: A general view of the system architecture.

Figure 2: The PRISM interface.

The proposed CBIR system takes advantages of
PRISM’s ability to capture subjective user queries ex-
pressed by grouping and scaling images. Two or more
example images are dragged from the film strip to the
workspace. The selected images are than scaled by
the user according to their relevance. That is, larger
images indicate increasing relevance. From this point
onwards a QBE is performed, taking into account user
interest based on ROI (local) or global characteristics
of the images as well as image scale. The system is
able to clearly capture user query concepts, deciding
automatically between a global- or ROI-based search
using image scale factors.
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Figure 3: Input vs. output example for the ROI extraction
algorithm.

Another interesting point of this algorithm is that
it does not make use of any a priori object informa-
tion, such as shape or color, running in a fully unsu-
pervised way (a complete description can be found
in (Marques et al., 2007)). After ROI extraction
the global and ROI FVs are computed by feature
extraction modules, Figure 1. Both use the same
descriptor: a 256-cell quantized HMMD (MPEG-7-
compatible) color histogram (Manjunath et al., 2001).
The computed FVs are stored in the global and ROI
FV databases.

2.3 Global/roi Selection

If more than one query image is presented in the
PRISM workspace a decision process takes place.
The aim of this global/ROI selection decision is to se-
lect the global or ROI information for search and re-
trieval module input. This block compares the query
images FVs and fires a global- or ROI-based search
accordingly. Figure 4 depicts its operation.

In the case of the input example images in the top
of Figure 4, the user’s ROI-based search intention is
clear, since the tennis ball’s (ROIs) features are more
similar between themselves than the global features.
A simple approach based on the average coefficient
of determination (squared correlation, r2) is used for
detecting the FVs degree of similarity. The r2 ranges
from 0 to 1 and represents the magnitude of the linear
relationship between two vectors.

In Figure 4, given p(> 1) query images, two inde-
pendent groups of FVs of length k = 256 are consid-
ered: one from the ROIs, DLi(n), and other from the
global images, DGi(n), where i is the query image,
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Figure 4: Functional diagram for Global/ROI selection and
example for 3 input images (p=3). For these query images,
an ROI-based search will be performed. G-Global, L-Local.

with i ∈ {1, . . . , p} and n ∈ {1, . . . ,k}. The coefficient
of determination, r2

s (c), within each group, for all FVs
pairs is given by equation (1).

r2
s (c) =

a
e f

(1)

where
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[

k
k

∑
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k

∑
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k
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n=1
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]2

(2)
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[
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]2 −
[ k
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]2

(3)

f = k
k

∑
n=1

[
Dsy(n)

]2 −
[ k

∑
n=1

Dsy(n)
]2

(4)

s denotes the group, with s ∈ {L,G}, c is the number
of combinations of the p feature vectors, taken 2 at a
time (x and y), c ∈ {1, . . . ,C2

p} and

C2
p =

p!
2(p−2)!

. (5)

The average coefficients of determination, r2
s , of

each group are then compared. Groups with high r2
s
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Figure 5: Functional diagram of the search and retrieval.
module of the system. Example for 3 queries (p = 3), 4
images retrieved per query (t = 4) and arbitrary scale fac-
tors of 200, 50 and 100%. Note that the image γ appears in
individual retrievals 1 and 3, so their relevance scores are
summed. A similar operation is done to image δ, that ap-
pears in retrievals 2 and 3. Images with the same S j have
relevances proportional to their Wi, as happens to images ω,
ε and ϕ.

In the first step, individual retrievals of a fixed
number of t images are made for each query. The dis-
tance between Qi FV, Di(n), and all database images
FVs, Db(n), is computed using the L1 measure:

L1i(b) =
k

∑
n=1

|Di(n)−Db(n)|, (6)

where i is the query image and b the database image.
The t most relevant images, Rih, are ranked from the
most (smaller distance) to the least similar, according
to

Rih = t −h+1, (7)
where h is the retrieved image, with h ∈ {1, . . . , t}.
Block relevance score in Figure 5 groups these in-
dividual retrievals into a final retrieval. The system
looks at user’s subjective degree of relevance, repre-
sented by query images scales captured by PRISM.
This is achieved using the scale factor (perceptual re-
size) of Qi as a weight Wi, which is multiplied by each
rank Rih. The result of this weighting operation is a
relevance score S j, given by:

S j = WiRih, (8)
where j is the image into the final retrieval, with
j ∈ {1, . . . ,u} and u is the number of different images
among all individual retrievals. If the same image ap-
pears in different retrievals the S j are summed, so as
to increase it’s relevance and assure a single occur-
rence of this image into the final retrieval.

In the case of images with the same S j, their rel-
evance is treated as follows: a) if they come from
individual retrievals with different Wi, the one with
the greater Wi is considered more relevant; b) if they
come from individual retrievals with the same Wi, the
most relevant is the one which was queried first (its
correspondent query image was pushed first into the
workspace).

Note that the use of a single example image does
not make sense here since it is not possible to decide
whether local or global features are to be inspected.

3 EXPERIMENTAL RESULTS

In this section, experimental results of the proposed
system are shown. The examples in Figure 6 cover
different query scenarios, providing a good view of
the system performance. The number of retrieved im-
ages per individual query is t = 5 for all experiments.

3.1 Database

The raw images database consists of 315 images with
one salient object per image. In the database, there
are five different semantic ROIs categories: mini bas-
ketball, blue plate, yellow sign, tennis ball and red
ground objects. The use of a salient by design objects
database is important for a meaningfully analysis of
the system operation and results.

3.2 Discussion

In Figure 6, Query a, two query images of outdoor red
objects over different backgrounds were specified by
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Figure 6: Three examples of queries. Queries a and c results in a ROI-based search, while query b in a global-based search.

the user. This clearly denotes users interest on local
features of the images (red objects). The one with the
red paper box, Q1, was 200% resized, thus W1 = 2.0.
Q2 was not resized, so its scale factor is 100% and
W2 = 1.0. The first point to be observed about the
retrieved set, is that the main concept delineated in
the query by the user was correctly captured: “give
me the images with red objects, no matters the back-
ground.” Besides, users emphasis on Q1, stating “red
paper box are more relevant,” has also been covered
(since these objects appear first, with higher relevance
scores S j).

On the other hand, the example in Figure 6, Query
b, illustrates the case where global attributes of the
query images are more relevant than the local. While
the ROIs (orange mini basketball and tennis ball)
exhibit significant differences in their features, the
global features are more or less constant (concrete
structures and grass). In the retrieved image set, im-

ages with similar global structures can be seen, re-
gardless the different small salient objects present (a
blue plate, mini basketball and tennis ball). We also
highlight in this example, the strong emphasis on
query Q1, with W1 = 2.5, and the attenuation on Q2,
with W2 = 0.5. The gist of this search could be trans-
lated as: “I’m interested in outdoor concrete bases.
Something such as this cylinder is ok, but a table like
this would be better!” Again, the system was able to
take into account the users query idea, by means of
the relevance scores approach.

The example in Figure 6, query c, shows a query
with three images, where a tennis ball is the com-
mon feature. In spite of the fact that queries Q2 and
Q3 also share global attributes (a blue table), the sys-
tem was still able to correctly decide for a ROI-based
search. As can be seen in retrieved set, all images con-
tain a tennis ball, regardless the differences in their
context (background). About the subjective scaling
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