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Abstract. To develop a computational model of understanding spatial expres-
sions, various factors should be taken into account. We have been exploring the
relations between the goodness-of-fit of spatial terms and various geometric fac-
tors such as the object’s size, the distance between objects and the observers
viewpoint. Although the dual-object relation between the located and reference
objects can be handled with relatively simple models, introducing a distractor
object requires a model considering further factors to explain relations, such
as attention to the objects. Based on our experiment using Japanese topologi-
cal and projective terms, this paper proposes a computational model to estimate
the goodness-of-fit of spatial terms which incorporates an attention model for a
distractor object. The proposed model was evaluated by using our experimental
data.

1 Introduction

Elucidating the human’s cognitive mechanism of understanding spatial expressions is
important not only for cognitive science and linguistics but also engineering, in which
broad applications are expected in fields such as human-robot interaction. There have
been numerous attempts to tackle this problem by proposing computational models and
by conducting psychological experiments. Most of them, however, estimate goodness-
of-fit functions of spatial terms in limited combinations of static visual configurations
and language expressions. Analyzing the nature of each spatial term at a perceptual level
with limited conditions would be a good starting point. In fact, effective methods using

a spatial template to represent the range of spatial terms have been established [1, 2],
and several computational models have also been proposed [3—6]. However, to realise
applications for complex real world problems, the study of spatial cognition still needs
more progress.

To tackle realistic spatial cognition problems, many issues should be solved. For
instance, in a dialogue involving spatial relations, differences of visual information
and knowledge between dialogue participants must be considered. The dialogue his-
tory should be taken into account as well. The computational model would also have
to cover the diversity and complexity of geometric factors in the environment. When
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considering the functional factors between objects [g,dlalogue topic, participants’
intentions and plans, common sense and domain knowledgklwewnecessary. Ob-
viously there are many situations which we would be unablesolve solely by com-
piling individual computational models of spatial termfswe were to tackle all issues
at the same time without an appropriate research strategydal to build a realistic
computational model would be unachievable. In order to g#¢p further toward com-
putational models of spatial terms which are applicablénéoreal world, we focus on
exploring the following problems [8, 9].

Problem 1. Although the computational models in the past researchudteckeveral
parameters for fitting real data, criteria to decide the appate values for those pa-
rameters are not always clear. Through our experimentspuwedf some of the clues
that can be used to adjust the parameters.

Problem 2. Most of the past computational models dealt with a simplefigaration
consisting of two objects: a located object and a referebgect Several studies have
also pointed out that a distractor object changes the g@seoifit of projective terms
(e.g.left) and topological terms (e.gear) [10-12]. We found that the effect of a dis-
tractor object depends on certain geometric factors in iV presentation.

Problem 3.Kelleher and Kruijff [13] pointed out the difference of cdtive load be-
tween topological terms and projective terms. That is, dognload of understanding
topological terms is less than that of projective termg;esiorojective terms require set-
ting an appropriate reference frame for its interpretaftidius, they claimed that topo-
logical terms are more preferable than projective termavéder, our intuition says
that such a simple solution could not always be acceptedailityethat is, depending
on the combination of geometric factolsft may be dominant in some situations, and
nearmay be dominant in others. Regarding this cognitive loadessie analysed the
goodness-of-fit of spatial terms in variation of geometaictors.

This paper proposes an extension of an existing computdtinodel estimating the
goodness-of-fit of spatial terms. The proposed model istbaseur findings from the
experiments which were conducted to explore the natureaifadperms corresponding
to specific attention patterns in the visual scene. Espgcitifocuses on modeling
of the distractor object’s effect for the Japanese topcklgiermstikai (near) andoi
(far from) and the projective terrhidari (left). In the following sections, we firstly
explain our previous experiments, and then point out theoimamce of attention in the
computational model of spatial terms. Subsequently, pa@ting the attention factor,
we propose a new model. Then we give a general discussiomebedmcluding the
paper and looking at the future work.

2 Finding a Bridge to the World

We conducted experiments to investigate the effect of sadiir object on the goodness-
of-fit of spatial terms relating two objects: a referencesasbpnd a located object [8].
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Fig. 1. An arrangement of in the experiment (LOlat DO atd» and large LO).

2.1 Experiments with Japanese Spatial Terms

In the experiments, subjects were sequentially preser2€& pictures together with
sentences describing the relationship between the objedtse picture. The spatial
terms used for the experiment were two Japanese topoldgicas:tikai (near) anddi
(far from) and one Japanese projective telnidari (left). One of the following Japanese
sentences was displayed above each picture.

no tika-ku ni
“Akai bdru ha midori no Idru < kara o-ku ni ; arimasu
no hidari ni

In English, they mean “The red ball {siear / far from / to the left o} the green
ball.” As shown in Fig. 1, the picture shows three objects:Ititated object (LO), the
distractor object (DO) and the reference object (RO). Threyasranged on the same
line with the RO being fixed at the origin. Both the RO and DOraeglium-size balls
(diameter 4), and the LO is one of three sizes: small, medindhlarge. The colours
of the LO, DO and RO are red, blue and green respectively. We tiee conditions
of the LO position [y, I2 andls), three conditions of the LO size (diameters: 2, 4 and
8), five conditions of the DO position (positiondt, d2, d3, d4 and no distractor case)
and three conditions of spatial termik&i (near),tdi (far from) andhidari (left)). This
makes the total of 135 stimub« 3 x 3 x 5 x 3), which were presented randomly to the
subjects on a computer display. Subjects were asked todaauiating on how well the
sentence described the relationship between the LO and R&lbgting one of nine
buttons from 1 (not relevant) to 9 (most relevant).

The ANOVA results of the experiment are shown in Fig. 2; (ajvehthe subjects’
mean ratings of each spatial term without DO; (b) shows theraction between the
spatial terms and the DO’s absolute position from the BQ<(.001); (c) shows the
interaction between the spatial terms and the DO's relgtdsgtion from the LO$ <
.001); (d) shows the interaction between the spatial terms aad.@size p < .001).

In (b), (c) and (d), the vertical axis represents the mederdifice of ratings between
with DO and without DO conditions of the same subject. In 8ddj the analysis of
each mean rating of 135 stimuli simply indicated thitari (left) was highest-rated at
thel; andl; positions of the LO, antbi (far from) at thel; position of the LO.Tikai
(near) was second highest-rated at the positiosf the LO. Detailed observations are
as follow:
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Fig. 2. Results of ANOVA on Japanese spatial terms.

1. Inthe case di (far from), the subjects’ rating shows its peak at the leftmpmsi-
tion, and decreases linearly to the region near the RO. lerotbrds, the subjects’
attention is on the region between the RO and the left boyrafahe picture.

2. Tikai (near) indicates almost the opposite tendencibdffar from). Its rating de-
creases linearly, gradually going apart from the RO. It$wat that the left bound-
ary is used as a kind of reference object in terms of nearness.

3. In the case ohidari (left), the subjects’ rating decreases as they gradualgsgo
apart from the RO, however, the left boundary is not considexs a reference
object.

One conclusionis that the computational model must takesiatount the boundary
(i.e. the leftmost position in this case) ftikai (near) anddi (far from), even though
it is not explicitly stated in the linguistic expressionsdarding the aforementioned
Problem 1, it suggests the possibility to utilise the boupde information to fit the
model to the visual scene. In addition, some propertiesdigtelow in respect to the
DO's effect were found. Here, F(n = 1 ~ 4) are properties ofdi (far from), N,
(n = 1 ~ 3) are properties dfikai (near), and L, (n = 1 ~ 3) are properties dfidari
(left).

(Fp) The closer the DO is to the RO, the better the rating.
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(F2) When the DO is located between the LO and RO, the rating im-
proves.

(Fs) When the LO is larger than the DO, the rating improves.

(Fy) When the DO is located far side of the LO from the RO, the atin
decreases.

(N1), (L1) The closer the DO is to the RO, the rating decreases.

(N2), (L2) When the DO locates between the LO and RO, the rating dexseas
(N3) When the LO is larger than the DO, the rating decreases.

(Ls) The size of the LO has little influence on the effect by the DO.

These properties summarise tendencies of the DO’s effeadoh spatial term,
which could provide a partial solution to the Problem 2 rdigesection 1. At the same
time, it suggests circumstances which cannot be solvedinypusing the prioritised
list of spatial terms considering the human cognitive loadgggested in the Problem 3.

2.2 Comparison with the Relative Proximity Model

We confirmed in [9] that our experimental resultdi&&i (near), described in the previ-
ous section, could not be explained by Kelleher's Relatiexiity Model (RPM) [11]
for the English spatial termear. We briefly provide the verification result and what we
learned from it. The RPM calculatd3..;(L, =), the goodness-of-fit (relative proxim-
ity value in the Kelleher’s original paper) of the objettat positionz by subtract-
ing the highest absolute proximity value given by the othgect at positiont, from
P.ps(L, ), the absolute proximity value of the objetias shown in equation (3).

Pups(L,x) = (1 — distporm(L,2))S(L) Q)
S(L) -1 S’l)is (L) ';Sdisc(L) (2)
Prei(L,x) = Pyps(L,z) — vmaxL P(Ly,,x) 3)

n

P.ps(L, ) is adjusted by the salience parameter consisting of visliareeS,,;; (L)
and discourse salienc®;;.(L), anddist,..m (L, x) is the normalised distance to the
positionz from the object’.

Table 1 shows the comparison between the subjects’ ratiogriexperiment and
the results computed by the RPM in the case that the DO pos#id8 and the LO
size is small (diameter 2). The RO’s absolute proximity (a) is the subjects’ mean
rating without the DO in our experiment, and the RO’s relatproximity (d) is the

Table 1. Comparison between our experiment and the RPM (DO positi8neO size=small).

LO's (@) LO abs proxb) DO abs proxc) LO rel prox(d) LO rel prox(e) DO abs prox
position w/o DO (Exp) w/o DO (RPM) (a)-(b) (RPM) w/ DO (Exp) (a)-(d) (Exp)
12 6.929 7.0 -0.071 6.286 0.643
24 3.857 7.667 -3.810 3.429 0.428
36 2.214 5.0 -2.786 2.0 0.214
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subject’s mean rating with the DO. The DO’s absolute progir(h) is calculated by
linear interpolation assuming that the DO position 18 hdage® and the both ends of
the picture have rating 1. The linearity of the goodnes§itdbr nearwas confirmed
from the data as shown in Fig. 2 (a). In the experiment, siheeRO and DO were
the same size, the salience param#idr) was set to 1. Based on these conditions and
the assumption that the values in column (a) minus the vatueslumn (b) equal to
the values of the RPM’s equation (3), we calculated the ivelgiroximity of the RO
(column (c)) at positions 12, 24 and 36. For comparison, e aalculated the values
of column (a) minus column (d) by considering the subjeathgs as the DO’s effect
(column (e)).

It is obvious that the values in column (c) computed by the RBMuite differ-
ent from the experimental result (column (d)). The DO’s dlsoproximity based on
the RPM (column (b)) is ten times bigger than the DO'’s effédhe experiment (col-
umn (e)). We think that assuming the same salience parasrfetdyoth the RO and DO
causes the same result as that for Kelleher et al. [11]. $irckO’s relative proximity
is relatively high as shown in column (d), the DO’s salientoeldd be extremely low ac-
cording to the equation (1). We presume the problem here tiochese of the DO’s size
(= 1) directly for the DO’s salience paramet§y;. (L), meaning equation (2) should
be reconsidered. In addition, our experiment results sstghe need for considering
attention on specific parts of space when modeling the coatipnal model of spatial
terms considering the DO.

3 Attention-based Computational Model with a Distractor Object

Based on our experiment, we introduce a computational nesti@hating the goodness-
of-fit of spatial terms with a distractor object, and evaduatvith our experimental data.

3.1 A Computational Model

We propose a modelorar, representing the spatial term’s goodness-of-fit by the sum
of the dual-object relation model,o and the DO'’s effectpo. Here,xr,o is the distance
between the RO and LO, ang is the distance between the RO and DO. We normalise
the distance between the RO and the end point (the boundahg ecene to 1.

TTOTAL = TLO + DO 4)
rLo = prLo + OrLosLo + CLo (%)
rpo = Opospo(fofp + fa) + Cpo (6)

rpo consists of the LO’s positions effept,o, the LO’s size effectLospo and the
constantCro. O0 is the LO’s salience parameter which adjusts the ratio ofLibe
size to the RO sizesro. rpo consists of an attention distributigfy in the vicinity of

the DO, a monotonic attention distributigip over the area from the RO to the farthest
point, an asymmetric attention distributigip of both sides of the DO, the DO size’s
effectdpospo and a constant’'po. fpo is the DO’s salience parameter. We assume
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that spo is represented by the ratio of the LO size to the DO size becthesDO’s
effect was affected by the LO size in our experiméhiospo reflects the tendency
shown in Fig. 2 (d).

f, = e@ro-—p0)") (7)
fp == 1 — IDO (8)
fom— 1 —— 9)

- 1 + ef(zLo—zpo)
Here, f, is an effect of an interaction between the LO and DO. The clds=DO is
to the LO, the effect increases. The further the DO is fronmLiBethe effect decreases
gradually. f, is an effect determined by the DO’s distance from the RO. Thait
includes the effect of the DO absolute position as showndnZ(b), wherépo defines
the slope of the curve of each spatial term. On the other hgrid an asymmetric effect
of the DO, depending on the LO’s position in the RO sides off@kand the opposite
side. Especially, fotdi (far from), withfpo andCpo, f, could provide negative effect
when the LO is between the RO and DO, but positive effect wher_D is between
the DO and the farthest point. Using these fundamentaltaitealements, equation (6)
represents an effect of the DO relative position as showngnZ=c).

Table 2. Model parameter estimation and model evaluation.

hidari tikai toi
Parameters (left) (near) (far from)
rLo. P -0.232 -1.24 1.226
Oro 0.027 0.131 -0.193
Cro 0.966 0.966 0.039
TDO! Q@ 0.02 0.015 0.003
8 70.0 70.0 70.0
ol -2.0 -0.05 -0.05
fpo -0.015 -0.3 0.23
Cbo -0.02 -0.02 0.05
R’ 1o 0.993 0.987 0.986
DO 0.772 0.420 0.931

3.2 Simulation and Discussion

We performed a nonlinear regression analysis on our expatahdata to estimate the
parameters of;,o andrpo. Table 2 summarises the resultant parametgess param-
eters are estimated from the subjects’ mean ratings wittheubO.rpo’s parameters
are estimated from the difference between the ratings withvéithout the DO of each
subject. Fod andCpo, the values shown in Table 2 were given as constraints.

The correlation factor ofy,o exceed$).98 for all spatial terms to verify good preci-
sion. Conversely;po fits very well fortdi (far from), but does not fonidari (left) and
tikai (near). Forhidari (left), the model does not fit the datay( is largely negative)
when the LO size is large and both the LO and DO are close to@élRe correlation
factor of the case with LO’s size 1 and 2 increases to 0.51@&;wéuggests room for
further improvement of the model.
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fpo is negative fotikai (near) andhidari (left), which works to degrade the goodness-

of-fit of the LO. On the other handpo of toi (far from) is positive, which increases
the goodness-of-fit of the LO. The absolute values of i and 8po for hidari
(left) are relatively smaller than the others. As the experit revealed, the effect of
the size of the LO is almost constant fadari (left), suggesting it would be a specific
characteristic of the projective terms.

4 Related Work

Inthe previous studies of computational models of spatighition, the AVS (Attention
Vector Sum) model [5] introduced an attention vector on tpattal Template for the
configuration of two objects. This paper proposed to eserh&l’s goodness-of-fit by
superimposing several different attention factors. Tloppsed computational model is
the sum of the LO’s goodness-of-fit and the DO’s effect, mgkirsimilar to the RPM
for English termnear.

In the past study, the salience of objects is consideredrteedoom their attributes
such as the size and colour. In the modeling of attention éod, however, those
object attributes are part of geometric factors affectmggpatial term’s goodness-of-
fit. If we generalise the source of salience to consider thersz of objects affected by
the degree of attention to the objects, the salience faetioesy depending on the DO’s
position as well for instance. In addition, assuming th&rdton to an object might
be affected by its linguistic referring expression, theesale factor must be redefined
based on overall properties of objects involving multidetbrs: the object size and
position, linguistic expressions, etc.

Carlson-Redvansky and Logan proposed a framework of beegis $or the spatial
cognition process [14]. They focused on the process of m@zoyg the simple two-
object relation. In the case involving a distractor objeet, need to take into account
other factors of visual scenes, such as the specific attemtazlel of each spatial term.
Subsequently, the other factors need to be considered ér tretalculate the effect of
the DO against the LO. This paper contributes to reveal thts aspects of the spatial
cognition process.

5 Conclusions and Future Work

This paper proposed a computational model of the goodrfefisad spatial terms.
The model incorporates attention to a distractor objectjqaarly, the effects of their
geometric factors. The proposed model was evaluated by tissnexperimental data
to confirm its effectiveness.

The following is the agenda for furture work.

— We need to extend the model to deal with the wider scope of g&infactors. For
instance, a situation involving multiple distractors argitaation where objects are
not aligned on a single line should be handled by the model.

— We need to confirm if the model is robust against the changeeoflistractor size
and the reference object size.
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— Modeling the change of viewpoint is another issue to be &tRVe analysed this

problem in our previous work [8] using the other two Japan@egective terms:
mae(in front of) andushiro (back), but we have not incorporated the findings into
the model yet.

Another challenge is using attention modeling to accountémventional usages
of spatial terms. Herskovits [15] analysed some conveatiexpressions of spatial
terms in association with the object functions and conte&sne of these cases
could be explained within the scope of geometric factors. iRstance, we say
“the cat is under the tableinstead of ‘the cat is in the tablé. The preference of
underoverin could be explained by an attention model which capturessia¢ions
among objects based on geometric factors (the shape ofltfeeitathis case) to
which human attention is directed. In this instance, théetadp is more salient to
attract human attention, thus relatiandercould be preferred for describing the
relation between the cat and the table (top).
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