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Abstract: This paper proposed an extension of an iterative method to select suitable features for pattern recognition 
context. The main improvement is to replace its iterative step with another criterion based on importance 
and interaction indexes, providing suitable feature reduced set. This new scheme is embedded on a 
hierarchical fuzzy rule classification system. At last, each node gathers a set of classes having a similar 
aspect. The aim of the proposed method is to automatically extract an efficient subset of suitable features for 
each node. A selection of features is given. The associated criterion is directly based on importance index 
and assessment of positive and negative interaction between features. An experimental study, made in a 
wood defect recognition industrial context, shows the proposed method is efficient to producing 
significantly fewer rules. 

1 INTRODUCTION 

In many pattern recognition applications, a feature 
selection scheme is fundamental to focus on most 
significant data while decreasing the dimensionality 
of the problem under consideration. The information 
to be extracted from the images is not always trivial, 
and to ensure that the maximum amount of 
information is obtained, the number of extracted 
features can strongly increase. The feature selection 
area of interest consists in reducing the problem 
dimension. It can be translated as being an 
optimization problem where a subset of features is 
searched in order to maximize the classification rate 
of the recognition system.  

Because of specific industrial context, there are 
many constraints. One constraint is the necessity of 
working with very small training data sets 
(sometimes, there is only one or two samples for a 
specific class because of its rareness). Another 
difficulty is to respect the real time constraint in the 
industrial production system. So, low complexity 
must be kept for the recognition model. Such a 
classification problem has been relatively poorly 
investigated in the early years (Abdulhady, 2005), 
(Yang, 2002), (Murino, 2004). Thus, this work takes 

place on a “small scale” domain according to (Kudo 
2000), (Zhang, 2002) definition because of the weak 
number of used features.  

The Fuzzy Rule Iterative Feature Selection 
(FRIFS) method proposed in (Schmitt, 2008), is 
based on the analysis of a training data set in three 
steps. It combines an original Fuzzy Rule Classifier 
(Bombardier, 2010) and feature selection associated 
to capacity learning has been proposed. This 
approach allows reducing the dimensionality of the 
problem while keeping a high recognition rate and 
improving the system interpretability by discarding 
weak parameters. 

First a reference set of features is set and the 
associated average recognition rate is kept to check 
the next training. Then an iterative global feature 
selection process is performed and can be roughly 
split into two steps: 

 Step 1.  From the previous set of features, an 
interactivity process is applied to determine 
the less representative features. 

 Step 2.  Generate the recognition model 
without the first less representative features 
and test it. The reached recognition rate is 
stored to be compared to the previous step 
one.  
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And so on while minimization is on the way. A 
rollback step provides the remaining set of suitable 
features. This model has shown its ability to 
efficiently detect fibre defects in industrial 
application (Schmitt, 2008).  

Nonetheless in many industrial applications, it is 
interesting to group together classes or products 
following their specificities. A new selection scheme 
based on hierarchical description is proposed. New 
sets of features are assessed by a new criterion 
calculated from both importance and interaction 
indexes. In this paper, we propose to restrict the 
iterative part of FRIFS Method (Steps 1 and 2) by 
directly selecting a pertinent subset of features. 

This approach is applied to an industrial pattern 
recognition problem. The aim is to identify wood 
singularities. Comparisons with well-known 
selection methods like Sequential Backward Feature 
Selection (SBFS) or Sequential Forward Feature 
Selection (SBFS) methods, attest of the good 
behaviour of our method. 

2 SELECTION OF SUITABLE 
SUBSET OF FEATURES 

2.1 Hierarchical Description 

Feature selection based on Choquet integral 
(Grabisch, 1994) provided a suitable set of features 
to the Fuzzy Rules Classifier (Bombardier, 2010). 
As said previously, the rules are then obtained by 
learning. This principle is extended here to process 
with a hierarchical description associated to classes.  

For each node, a set of suitable features is 
extracted from an analysis of their degree of 
importance combined with their level of positive and 
negative interactions (see next section). The selected 
subset directly depends on the recognition rates 
achieved by considering independently each node 
with the FRC and so on in order to process with the 
whole description.  

2.2 Capacity Indexes 

Once the fuzzy measure is learned, it is possible to 
interpret the contribution of each decision criterion 
in the final decision. Several indexes can be 
extracted from the fuzzy measure, helping to analyze 
the behavior of DC (Grabisch, 1995). The 
importance of each criterion is based on the 
definition proposed by Shapley in game theory 

(Shapley, 1953). Let a fuzzy measure μ and a 
criterion Di be considered: 
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The Shapley value can be interpreted as a 
weighted average value of the marginal contribution 
μ(T∪Di) − μ(T) of criterion Di alone in all 
combinations.  

The interaction index, also called the Murofushi 
and Soneda index (Murofushi, 1993), (Rendek, 
2006) represents the positive or negative degree of 
interaction between two Decision Criteria. If the 
fuzzy measure is non-additive then some sources 
interact. The marginal interaction between Di and 
Dj, conditioned to the presence of elements of 
combination T ⊆ X\DiDj is given by: 
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And so on, considering any pair (Di,Dj) with i ≠ 
j. Obviously the index are symmetric, i.e 
I(μ,DiDj)=I(μ,DjDi). A positive interaction index for 
two DC Di and Dj means that the second one 
reinforces the importance of one decision criterion.  

In other words, both DC are complementary and 
their combined use betters the final decision. The 
behaviour is given by the value of the index. A 
negative interaction index indicates that the sources 
are antagonist. 

2.3 Node Features 

The aim is to find a suitable subset of features for all 
the nodes. Each node is assumed to be a cluster of 
classes having similar characteristics. Considering 
the whole set of features it is obvious that the set of 
suitable parameters for one node could be not the 
same for another one. The processing time relies on 
the cardinality of the considered hierarchical 
description. A selection scheme is introduced to 
decrease processing complexity while quickly 
focusing suitable sets of features. The method relies 
on a combination of both indexes previously 
described. 

A Shapley value property is Σi=1,n σ(μ, Di)= 1. 
Generally values are multiplied by a number of 
decision criteria n=|N|. Hence, a DC with an 
importance index value less that 1 can be interpreted 
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as a low impact in the final decision. Otherwise an 
importance index greater than 1 describes an 
attribute more important than the average that is 

( ){ }1,/ ≥×∈= ii DnNDF μσ , the weaker: { }FNF \=  

Among them, some decision criteria may impact 
the recognition by having positive interactions with 
selected important criteria. Then, the DCs having an 
interaction of order 2 greater to the mean are 
selected:  

( ) ( )
⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧
Δ≥Δ⊆= ∑ ∑

≠
≠
⊆jiD
vt

FDD
vtjii

j vt

DD
F

DD
F

FDG
/ ,

2
2

,
||

1,
||

1/ μμ

 
At last final set GFN ∪='  is sent to the Fuzzy 

Rule Classifier to determine if it improves or not the 
recognition using the same learning samples. If the 
recognition rate is better than previous epoch one, 
the process is run again with N’ instead of N. 
Otherwise the previous set of features is kept 
(rollback step). This process is run until all the nodes 
are studied. 

3 EXPERIMENTAL STUDY 

The choice of a fuzzy logic-based method for our 
application in the wood defect detection field could 
be justified by three main reasons. Firstly, the 
singularities to be recognized are intrinsically fuzzy 
(gradual transition between clear wood and knots for 
instance). The features extracted from the images are 
thus uncertain (but precisely calculated) and the use 
of fuzzy logic allows taking this into account. 

Secondly, the customer expresses his needs 
under a nominal form; the output classes are thus 
subjective and often not separated (non strict 
boundary between the classes representing a small 
knot and the class representing a large knot). Finally, 
the customer needs and the human operator 
experience are subjective and mainly expressed in 
natural language.  

3.1 Wood Defect Recognition Case 

The results presented in this section are based on a 
real set of samples collected from a wood industrial 
case. The objective of this application is to develop a 
vision system for singularity identification on 
wooden boards used to estimate the quality of the 
final products.  

During the image segmentation, a set of features 
is calculated on the achieved regions to provide a 

characteristic vector to the recognition step. This set 
is composed with geometrical (SURF, MIN_AXIS, 
MAJ_AXIS…) and topological (C1, C2, C3…) 
features but we cannot make them explicit because 
of confidentiality. We can note those calculated 
features are rather basic and simple due to the real 
time industrial constraints. So, associated values are 
redundant and often contradictory bringing noise to 
the final decision. 

3.2 Results and Discussion 

The classification is done with the features issued 
from the segmentation stage performed by the 
industrialist. The database is composed of 877 
samples divided in nine classes of wood singularities 
(called nuodo muerto, grieta, medula, resina …). 

The learning database, used to compute the 
learning recognition rates, is composed of 250 
samples. The generalisation rates are obtained with 
the generalisation database constituted by the 627 
remaining samples. These databases are relatively 
heterogeneous, for instance, the 250 samples of the 
learning database are composed of 8, 56 7, 7, 18, 47, 
5, 93, 9 samples of the nine classes. The fuzzy 
inference engine consists in a single inference where 
all the features are in input of the model and all the 
classes to recognize in output. Let us consider the 
hierarchical description provided in Figure 1. 

 
Figure 1: Example of hierarchical description. 

Tests aim to reduce the dimensionality by 
removing non-efficient features per node until 
reaching an interpretable model while keeping a 
“good” recognition rate. Three selection methods are 
used: SBFS, SFFS and EXP. Two of them are 
automatic feature selection methods used as 
references (Pudil, 1994). The third one is an expert 
method where the feature sets have been manually 
determined. 

Each selected feature set is provided for input to 
the FRC. This classifier is used in a hierarchical 
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version rather than a single node version. Here, the 
structure is composed of three nodes as shown in 
figure 1. The main advantages are to reduce the total 
number of rules of the system, as the rule set of each 
node is smallest and also to enhance the recognition 
rate. Table 1 shows the learning rates (LR), the 
generalisation rates (GR), the number of features 
(#Param.) and the number of generated rules 
(#Rules) obtained for five methods. 

Despite the proposed method provided better 
results considering separately each node, the 
recognition rates obtained by SFFS, SBFS and the 
proposed method (PM) are comparable. Scores 
between 97% and 98% are reached for the 
generalization step considering the whole database. 
The expert selection (EXP) gives rise to a rate 
around 96%. The difference is insignificant. 

However, the number of parameters extracted by 
our method is the lowest assuming the better 
interpretability of the model. The numbers of rules 
are carried out using expert (EXP: 3775 rules) and 
the Proposed Method (PM: 1375 rules). Other 
methods lead to a rule number higher than 350 000. 

Table 1: Recognition rates and Generated rules. 

  EXP SFFS SBSF PM 

N
od

e 
0 LR 96.4% 96.% 96,00% 96.4% 

GR 90.59% 91.38% 91.39% 90.59% 
#Param 4 2 2 4 
#Rules 625 25 25 625 

N
od

e 
1 LR 78.771% 94.97% 90.50% 78.77% 

GR 72.236% 77.64% 74.69% 72.24% 
#Param 5 9 8 5 
#Rules 3125 1953125 390625 3125 

N
od

e 
2 LR 100.% 100.% 100.% 100.% 

GR 96.818% 97.27% 97.27% 96.82% 
#Param 2 3 3 2 
#Rules 25 125 125 25 

4 CONCLUSIONS 

An enhancement of a Fuzzy Rule Iterative Feature 
Selection method has been presented. It allows the 
decreasing of learning time processing while 
focusing on relevant samples. A suitable set of 
features is obtained. Then, FRIFS method is adapted 
to handle with a hierarchical fuzzy inference system. 
Industrial real-data tests show the efficiency of the 
proposed method. The recognition rate is similar to 
other methods but the number of features 
significantly decreases and thus the number of rules 
too. Actually, the extension of our model to provide 
selection of parameters per class is under 
consideration. 
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