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Abstract: The demand of human identification in a non-intrusive manner has risen increasingly in recent years. Several
works have already been done in this context using gait-cycle detection from human skeleton data using
Microsoft Kinect as a data capture sensor. In this paper we have proposed a novel method for automatic
human identification in real time using the fusion of both supervised and unsupervised learning on gait-based
features in an efficient way using Dempster-Shafer (DS) theory. Performance comparison of the proposed
fusion based algorithm is done with that of the standard supervised or unsupervised algorithm and it needs to
be mentioned that the proposed algorithm is able to achieve 71% recognition accuracy.

1 INTRODUCTION

Several modalities of human identification in terms
of human computer interaction (HCI) exists in the
current literature on machine intelligence. A few of
the common techniques include voice, facial expres-
sion, gesture, iris, fingerprint etc. Unfortunately, all
of these modalities demand direct human interaction
and thus human identification in a non-intrusive man-
ner is not feasible. Moreover extraction of fingerprint,
iris or audio related biometric information (at recog-
nizable form) from a large distance is also a challeng-
ing job. This paper aims at developing a novel scheme
for human identification from the movement data pat-
tern (gait) of the subject. The main advantages of gait
based person identification is that it is unobtrusive
and can be applied from a relatively large distance.
And also the use of gait signature is highly secure be-
cause it is very much hard to hide and immitate. One
approach to extract movement data is to determine
the junction co-ordinates and their velocity to classify
subject from the movement patterns. This however,
requires multiple positional sensors or cameras to de-
termine the co-ordinates and depth of junctions from
a given distance. Fortunately, Microsoft Kinect pro-
vides an interesting platform to capture the junctional
information using RGB camera and depth sensor in
indoor environment. Not only that, as Kinect directly

provides skeleton or junction information to store the
movement pattern instead of video, this approach en-
sures the privacy and security issues for any individ-
ual.

Usually, classification (supervised learning) or
clustering (unsupervised learning) algorithm is re-
quired to map or group the sensor captured data into
classes or clusters. In case of supervised learning,
the set of features extracted from the sensor data is
often used to train a classifier for subsequent appli-
cations in classifying an unknown movement pattern.
On the other hand, for unsupervised learning, the ex-
tracted features are used to recognize a new person
without any training or manual labeling but group-
ing based on data similarity. It needs to be men-
tioned that these supervised and unsupervised algo-
rithm based approaches for human identification had
already been proposed by Adrian et al. (Ball et al.,
2012) and Preis et al. (Preis et al., 2012) with differ-
ent set of features. While Adrian et al. (Ball et al.,
2012) only considered dynamic angular information
extracted from movement pattern, Preis et al. (Preis
et al., 2012) used both static information like height,
length of torso etc. and dynamic information like step
length and velocity. Hybrid features related to area
of upper and lower body, and distance between the
upper body centroid and the centriods derived from
different body joints are proposed in (Sinha et al.,
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2013). Artificial Neural Network (ANN) based con-
nectionist framework for classification using 46 di-
mensional feature vector was demonstrated by Pal et
al. (Pal and Chintalapudi, 1997). But, as the skele-
ton data provided by the Kinect is very noisy, a robust
person identification algorithm is required to improve
the recognition accuracy.

The supervised learning algorithm can be neg-
atively influenced by limited quality of training
data (Karem et al., 2012) as well as the parameters
of the learning algorithms. Moreover it often results
in misclassification due to asymmetrical distribution
of real classes in training dataset. As an approach to
overcome these shortcomings, this paper attempts to
design a novel approach of human identification by
fusing the score of both supervised and unsupervised
algorithm. In addition, the proposed approach is very
much insensitive to small variation in measurements
due to spurious noise pick-ups, thus improves recog-
nition accuracy.

The personnel identification method introduced
above includes three main steps i) Acquisition of mea-
surement related to movement data of subjects us-
ing Kinect sensor , ii) Feature extraction from the
recorded skeleton data, iii) Decision making from
extracted features. The feature extraction module
extracts the half gait cycle automatically from the
recorded movement data and compute all the fea-
tures F mentioned in (Sinha et al., 2013). The de-
cision making module referred above has three ba-
sic modules in its functional architecture i) a clas-
sifier C ii) a clustering algorithm A and iii) a fu-
sion algorithm D. The classifier C is trained with ex-
tracted features set F of training dataset and tested
with unknown input (movement) pattern. A classi-
fication measure in terms of probability MC is cal-
culated from the classification output of the test sub-
ject. The unsupervised clustering algorithm A is used
to group the extracted features into three groups and
a probabilistic measure MA is computed according
to the clustering result for the unknown test data.
Then a fusion algorithm D is used to fuse the two
performance measures MC and MA in order to im-
prove the recognition accuracy of the unknown in-
put. After a careful study, we have realized C by
Support Vector Machine (SVM) (Cortes and Vap-
nik, 1995) with radial basis function (RBF) kernel
and A by Fuzzy C-Means (Bezdek, 1981) (Bezdek
et al., 1984) clustering. It is experimentally found
that the combined SVM-FCM approach improves the
recognition accuracy in comparison to the existing
singleton classification or clustering algorithm men-
tioned in (Ball et al., 2012) (Preis et al., 2012) (Sinha
et al., 2013). Any fusion algorithm like Bayesian net-

works (Dempster, 1968) (Jeffreys, 1973), Kalman
filter (Kalman, 1960), Dempster-Shafer (Dempster,
1967) (Fine, 1977) can be used in the present scheme.
We have used Dempster-Shafer algorithm for realiz-
ing D because of the following reasons.

� It is simple and generalizes probabilistic modeling
and inference;

� It has the capability of making proper distinction
between reasoning and decision taking;

� It properly quantifies

1. The presence of confirming or contradicting in-
formation sources (termed as conflict).

2. Low confidence and high confidence results
(termed as ignorance) depending on availabil-
ity of information sources.

This novel approach of fusing SVM & FCM out-
put using Dempster-Shafer algorithm provides an out-
standing performance on human identification from
raw Kinect data in comparison to the existing research
outcome in this arena (Ball et al., 2012) (Preis et al.,
2012) (Sinha et al., 2013).

Rest of the paper is organized as follows. In Sec-
tion II we explained the existing state-of-the-art meth-
ods in this context. Section III demonstrates the de-
tails of the proposed fusion based algorithm for per-
son identification. The performance evaluation sup-
ported by experimental results are presented in Sec-
tion IV. And finally we have concluded in Section V.

2 RELATED WORK

People identification using gait biometric has created
a great interest in scientific community due to its
non-intrusive nature of identification (Cheng et al.,
2012). Gait recognition can be broadly classified
into two categories 1) Model-based approach and
2) Model-Free approach (Carlsson, 2000) (Huang
et al., 1999) . In the model-based approach gait
signature are generated by modeling and tracking
different body parts (like limbs, arms, thighs etc.)
over time (Wang et al., 2010), (BenAbdelkader
et al., 2002) where as in model-free approach, fea-
tures are generated based on the change in shape
of human silhouettes over time depending on the
motion dynamics (Sarkar et al., 2005). Either of
model-based and model-free approaches resolve the
issues of each other but suffer from its own limita-
tions. In model-based approach, the feature genera-
tion is view-invariant and scale-independent but sen-
sitive to the quality of gait sequences and computa-
tionally expensive. Similarly in model-free approach
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the feature generation is insensitive to the quality of
silhouettes and offers low computational overhead,
but dependent on the viewpoint and scale. Direct
gait classification using standard classifiers such as
SVM (Support Vector Machine) (Cortes and Vap-
nik, 1995), K-NN (K-Nearest Neighbors) (Bouchrika
and Nixon, 2008), TSVM (Transductive Support Vec-
tor Machine) (Dadashi et al., 2009), Dynamic Time
Wrapping (DTW) (Kale et al., 2003) and HMM (Hid-
den Markov Model) (Cheng et al., 2008) (Meyer
et al., 1998) are adopted by researchers as mentioned
in (Ball et al., 2012) (Preis et al., 2012) (Sinha et al.,
2013). Xeu et al. (Xue et al., 2010) proposed two fold
fusion mechanism namely multiple feature fusion and
multiple view fusion for human gait identification us-
ing Independent Component Analysis (ICA) and Ge-
netic Fuzzy Support Vector Machine (GFSVM) (Xue
et al., 2010) classifiers. Moreover, Dempster-Shafer
algorithm had been used in (Le Hegarat-Mascle et al.,
1997) for unsupervised classification in multi-source
remote sensing where data fusion is done on pixel
level to successfully identify landcover types. In
this paper we have proposed a probabilistic approach
of fusing the SVM & FCM output using Dempster-
Shafer algorithm. This approach of fusing supervised
and unsupervised learning accuracy in real-time hu-
man identification problem is novel to the best of au-
thor’s knowledge and helps in improving the overall
recognition accuracy.

3 ALGORITHMIC APPROACH

The proposed algorithm for people identification is
based on the fusion of supervised and unsupervised
algorithms. In this paper, Support Vector Machine
(SVM) (Begg et al., 2005) (Cortes and Vapnik, 1995)
with Radial Basis function kernel is used as super-
vised learning algorithm and for unsupervised learn-
ing we have used Fuzzy C-Means clustering algo-
rithm (Bezdek, 1981)(Bezdek et al., 1984).The mo-
tivation is to partition the training data into three clus-
ters with an aim to partition the subjects by height
(small, medium, tall), by speed (slow, medium, fast),
by the area encompassed (less, medium, large) or by
the angles created by different segments of the body
parts (low, medium, high). The centroids of these
clusters would be stored during the training phase.
Later during the testing, the distances of the new set
of features would be computed from the centroids of
the clusters to derive the probability of the test sub-
ject to belong to a particular cluster.This probability
would be then fused using Dempster-Shafer (DS) the-
ory (Dempster, 1967) (Fine, 1977) with the probabil-

ity obtained from SVM during the testing phase. The
uncertainty in the subjects in the clustering provides
additional information to the fusion algorithm and we
hope that this would improve the overall performance
of the accuracy of detecting an individual.

3.1 Feature Extraction

The feature extraction is an important step in any
machine learning based algorithm. In our personnel
identification problem, the feature extraction is per-
formed on every half Gait Cycle. A Gait Cycle is
starting with one foot forward and ending with same
foot forward. We have used a set of area (Sinha et al.,
2013), static (Preis et al., 2012) and dynamic (Sinha
et al., 2013) distances, certain angles (Ball et al.,
2012) and the speed (Preis et al., 2012) as features
derived from the 20 skeleton points. A summary of
these features are given below.
Area Features ( fA).- Mean area occupied by upper
( fau) and lower ( fal) part of the body in half-gait cy-
cle is fA = f fau , falg. The joints considered are given
below:
Upper body - Shoulder centre, shoulder left, hip left,
hip centre, hip right and shoulder right.
Lower body - Hip centre, hip right, knee right, ankle
right, ankle left, knee left and hip left.
Distance Features ( fD). - The Euclidean distances
of the adjacent joints are the static distances. The
Euclidean distances of centroids of upper and lower
limbs from the upper body centroid are the dynamic
distances as they change while one is walking. The
joints considered for computing the centroids are
given below:
Upper body - shoulder centre, shoulder left, hip left,
hip right and shoulder right.
Right hand - shoulder right, elbow right and wrist
right.
Left hand - shoulder left, elbow left and wrist left.
Right leg - hip right, knee right and ankle right.
Left leg - hip left, knee left and ankle left.
Figure 1 shows the Euclidean distance between upper
body centroid and right hand centroid.
Angle Features ( fG). - These are the angles that vari-
ous segments of the two legs make with the horizontal
and vertical planes (Ball et al., 2012).
Other Features ( fS). - Apart from the above men-
tioned features, we have also considered all the static
and dynamic features mentioned in (Preis et al.,
2012).

The combined gait feature vector used for people
identification is of dimension

~F = f fA; fD; fG; fSg 2 R46 (1)
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Figure 1: Euclidean distance between upper body centroid
and right hand centroid.

3.2 Dempster-Shafer Theory (DST)

Dempster-Shafer Theory (Dempster, 1967) (Fine,
1977) , based on the principle of mathematical theory
of evidence (Shafer, 1976), is one of the promising al-
gorithms for combining evidence of different sources
to arrive at a degree (generally termed as belief, de-
fined by a belief function) to which all the current
evidence supports . The theory was first proposed
by Arthur P. Dempster (Dempster, 1967) and Glenn
Shafer (Fine, 1977) (Shafer, 1976). It is mainly
a generalized form of Bayesian theory of subjective
probability (Dempster, 1968). Then naturally we will
have to understand basics of Bayesian theory (Jef-
freys, 1973) of subjective probability to apply the
DST in our application.
If unconditional probability of an event A is de-
noted by P(A) and A has a domain of possible values
fx1;x2;x3; :::;xng, then the sum of all probabilities of
A = x1, A = x2....A = xn is always 1. In mathematical
notation it can be expressed as

n

å
i=1

P(A = xi) = 1 (2)

The conditional probability of A, given that the event
B has already been occurred, denoted by P(AjB) is
defined by

P(AjB) = P(A\B)
P(B)

(3)

Suppose we are given P(A) and the conditional prob-
ability P(AjB), then Bayes’ law (Jeffreys, 1973) of
conditional probability is defined as

P(BjA) = P(AjB)�P(B)
P(A)

(4)

If A has n subsets A1;A2;A3; :::;An, such that A
= [Ai, where i 2 [1,n] and B has m partitions
B1;B2;B3; :::;Bm, such that B = [B j, where j 2 [1,m],
then by Baye’s law, P(B jjAi) can be expressed as

P(B jjAi) =
P(AijB j)�P(B j)

m
å

k=1
P(AijB j)�P(Bk)

(5)

Bayesian theory mainly assigns a positive belief to
each of the propositions but it does not consider dis-
belief of the proposition. DST addresses this prob-
lem by ensuring fusion of information by considering
both their belief and disbelief. In DST, the set of all
possible outcomes of a random experiment often re-
ferred as frame of discernment (FOD). If a random
experiment has fx1;x2; :::;xng outcomes then FOD is
defined as the universal set.
q = fx1;x2; :::;xng, where cardinality of q is n = jqj
and 2n subsets of q are called propositions. In DS
theory, we used to assign probability masses to the
subsets of q unlike Bayesian theory where each ele-
ment is treated as singleton subject. When a source of
evidence assigns probability mass to one of the propo-
sitions, the resulting function is termed as basic prob-
ability of assignment (BPA). In formal notation BPA
is m

where m : 2q! [0;1]
where 0� m(xi)� 1 and
m(j) = 0 (j is empty subset o f q)

and å
x�q

m(x) = 1:0 (6)

Belief function for DST over FOD is expressed as

Bel(X) = å
Y� X

m(Y ) (7)

Similarly Uncertainty U(X) of DST is the measure to
which we consider nothing one way or other about
proposition. Plausibility for DST is defined as
Pl(X) = Bel(X) + U(X)
In this theory, probability of a set A 2 2q is bounded
by Bel(A) � P(A) � Pl(A). Dempster’s rule of com-
bination (Jsang and Pope, 2012) is used to combine
two independent set of probability masses. If there
are two FOD q1 and q2 submitted by two source of
information K1 and K2 respectively and BPA for q1
and q2 are m1(:) and m2(:), then the combination of
probability masses (called joint mass) is computed in
the following manner

m1;2(X) = K�1
å

X=Xi\X j 6=j

m1(Xi)�m2(X j)

and K = 1� å
Xi\X j=j

m1(Xi)�m2(X j)
(8)
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where Xi and X j are focal elements of q1 and q2. The
equation (8) is also called orthogonal summation of
belief of functions.

3.3 Application of Dempster-Shafer
Theory (DST) in Person
Identification

In our proposed approach, we have combined deci-
sion of clustering and classification algorithm using
DST to improve the recognition accuracy.

At first we have used supervised learning ap-
proach to solve the problem. In our experiment we
have realized supervised learning algorithm by Sup-
port Vector Machine (SVM). Let us consider a case,
where N-person skeleton data is available for learn-
ing and an unknown input pattern needs to be classi-
fied. For this, we have extracted P-dimensional fea-
ture vector for each of the N persons and form a train-
ing dataset D. Then we can represent each person by a
M�P matrix Xi 8 i 2 [1;N]) where rows (Ddim) of Xi
denotes observation and column represents features.
Here M is the total number of rows i.e. observations
for the ith person. The dataset D can be expressed
in terms of Xi i.e D = fX1;X2; ::Xi; ::XNg (D is of di-
mension Ddim �P). Now supervised learning algo-
rithm SVM is used to generate a training model using
the data set D. The testing is done using this training
model or in the other words for an unknown input of
dimension K�P, SVM use the training model to la-
bel each of the K observations of the same. Once the
labeling is done for each observation, we generate a
probability score based on the distribution of label-
ing for the unknown input among all the N classes. If
ni (ni <= K) be the number of observations detected
as class i, then the probability score of unknown input
for class i is defined as

Ci = PClass
SV M (i) =

ni

K
; where i 2 [1;N]: (9)

We have stored PSV M =
fPClass

SV M (1); PClass
SV M (2); ::::; PClass

SV M (N)g for the fu-
sion. In the second phase of our algorithm, we
have used unsupervised learning algorithm where no
training is required on dataset D. In unsupervised
approach, when unknown input of dimension K�P
arrives to the system, it automatically employs Fuzzy
C-Means clustering (FCM) algorithm to group all
the observation (Dataset D plus K � P dimensional
unknown input) into C (where 2 � C � (Ddim� 1))
clusters. Basically, FCM provides us C cluster
centers and a set of membership values. Then we
have calculated Euclidean distance of each of K
observations of the unknown input from these cluster
centers. According to the Euclidean distance, we

label them as cluster i 8 i 2 [1;C] e.g if the observa-
tion Or 8r 2 [1;K] is nearest to the cluster 3 then it
is labeled as 3. Once the labeling is done for each
of K observations, we generate a probability score
based on the distribution of labeling for the unknown
input among all the C clusters. If ni (ni <= K) be
the number of observations detected as cluster i, then
the probability score of unknown input for cluster i is
defined as

PCluster
FCM (i) =

ni

K
; where i 2 [1;C]: (10)

Then in similar fashion, we store
PFCM = fPCluster

FCM (1); PCluster
FCM (2); :::; PCluster

FCM (C)g for
fusion process.
To apply Dempster-Shafer Theory (DST) for combin-
ing stored probabilistic mass PFCM and PSV M , we have
defined frame of discernment (FOD) as

FOD = qperson = 1;2;3; ::N ;

where N = total number o f persons (11)

We have also done basic probability assignment Pnoise
(BPA) to qperson based on noise present in the skeleton
data. In our case, the Pnoise is the degree to which the
system fails to properly identify a person, but it has
the knowledge that the person belongs to the FOD. It
mainly occurs due to the noisy dataset. In our exper-
iment, we have realized Pnoise by considering height
noise (outliers) of the dataset. Here, we assume that
height of all persons should lie between 4feet 5inch
to 6feet 3inch. So, any observation with a height be-
yond this range is treated as height-noise. We com-
puted Pnoise as the ratio of number of observation with
height-noise with respect to the total number of obser-
vation. Moreover we consider that Pnoise only occurs
in the clustering process because SVM used to label
each of K observations of the unknown input in any-
one of the N classes so there is no chance of uncer-
tainty in labeling. In formal notation, Pnoise is defined
as

Pnoise =
no

(K +Ddim)
; (12)

where, no = total number of observation with height-
noise.

In the last phase of our algorithm, we have applied
DST to fuse PFCM , PSV M and Pnoise to generate joint
mass for ith person using equation (13)

Pf usion(i) = K�1
å

(PFCM[Pnoise)\PSV M=i
(PFCM +Pnoise)�PSV M 8i 2 [1;N]

where; K = 1�å
(PFCM[Pnoise)\PSV M=j

(PFCM +Pnoise)�PSV M (13)

Entire flow of the algorithm is shown in the Fig-
ure 2 and Figure 3.
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Figure 2: Flowchart of the proposed algorithm.

Figure 3: Flowchart of the proposed algorithm.

4 EXPERIMENTAL RESULTS

We have performed the experiments using 8 subject
dataset (with 7 male and 1 female subjects) and con-
sidering two scenarios i) using singleton supervised
or unsupervised algorithm based identification and
ii) our proposed fusion (supervised + unsupervised)
based approach. Throughout our experiments perfor-
mance evaluation and comparison are done using pre-
cision and recall based Fscore metric. All the experi-
ments are performed in a Matlab environment using a
Core-2 Duo Intel platform running at 2.53 GHz. We
have used Windows SDK for Kinect version 1.6 (Mi-
crosoft, 2013) for skeleton data extraction and Lib-
SVM (Chang and Lin, 2011) package for the classifi-
cation.

Initially a kinect device has been used to record
the skeleton data from a distance of 6 feet. Then fea-
ture extraction on each half-gait cycle of the 8 subjects
(A-H) is performed resulting in a 46 dimensional fea-
ture vector. We store these feature vector for 8 persons
as a dataset D. With this feature vector we perform the

identification job. As mentioned in the Section 3.3,
we first employ Support Vector Machine (SVM) clas-
sifier to generate a model using D as input. Now a
new unknown test data is considered which needs to
be identified from among the known 8 subjects. Fea-
ture vector for the test data is evaluated and SVM test
is performed to obtain a set of probabilities. For e.g.
when a new test data of dimension O� 46 (where
number of observation O = 39) for the subject H is
taken, SVM testing provides us a set of probabilities
(using equation (9)) mentioned in the Table 1.

Table 1: Confidence score using SVM classifier.

Class Label

A

B

C

D

E

F

G

H

SVM score (Ci)

0.028

0.153

0.111

0.097

0.069

0.084

0.0

0.458

Decision

Detected

Now we have stored SVM score Ci 8i 2 [1;8] in
an array PSV M for the fusion process. PSV M=[ 0.028,
0.153, 0.111, 0.097, 0.069, 0.084, 0, 0.458].
In the next step, fuzzy c-means (FCM) clustering is
performed with 3 clusters on dataset D along with the
test data. Then labeling is done for each of the obser-
vation of test data with respect to its Euclidean dis-
tance from each of the centers. For our example, we
have labeled each of O observations as cluster 1 or
cluster 2 or cluster 3, according to its Euclidean dis-
tance from 3 cluster centers. In the other words, if
any observation is nearer to cluster 1, it is labeled as
1. Once the labeling is done, we calculate probability
of observation belonging to a particular cluster with
respect to total number of observation. For our exam-
ple case, the probabilities obtained for three clusters
(using equation (10)), are tabulated in the Table 2. In
similar fashion, FCM score are also stored in an array
PFCM to perform the work of fusion

Table 2: Confidence score using FCM.

Cluster Label

Cluster 1

Cluster 2

Cluster 3

FCM Score (PCluster
FCM (i))

0.3073

0.3072

0.3473
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PFCM=[0.3073 0.3072 0.3473].
For the fusion process by Dempster-Shafer theory, we
have also computed uncertainty by equation (12).
Uncertainty = Pnoise = 0.0382.
Now, fusion score (joint mass) is computed by com-
bining individual scores PSV M , PFCM and Pnoise using
equation (13). Fusion score for subject H is shown in
Table 3.

Table 3: Fusion score for subject H.

Class Label

A

B

C

D

E

F

G

H

Fusion score
(Pf usion(i))

0.017

0.072

0.072

0.098

0.022

0.02

0.024

0.675

Decision

Detected

PCluster
FCM (1)

PCluster
FCM (2)

PCluster
FCM (3)

Pnoise

C1 C2 C3 C4 C5 C6 C7 C8

Figure 4: Fusion using Dempster-Shafer Theory.

K mentioned in the equation (13) is the sum of
area of the shaded portion shown in the Figure 4 and
calculated as K = 0.3699.

It can be observed from Table 3, that the unknown
input pattern is not only correctly identified as Person
8 (subject H), with fusion score Pf usion(8) = 0.675, but
also has better confidence score than singleton SVM
classifier(mentioned in Table 1 as C8 = 0.458). So,
experimental results proves that our proposed fusion
algorithm using Dempster-Shafer theory is perform-
ing better and able to identify the person H with im-
proved level of accuracy.
Next we analyze the overall improvement in confi-
dence score of recognition using the confusion matri-
ces for the above mentioned two approaches namely
with fusion and without fusion i.e. only using SVM
as classifier.

The resulting recognition accuracy using SVM in
terms of Fscore is shown in the Table 4. Then we have
applied our proposed algorithm under the same cir-

Table 4: Confidence score using SVM for different test sub-
jects (green means detected, TS= Test Subject and GT =
Ground Truth).

T S
GT A B C D E F G H

A 0.5900.026 0.0 0.076 0.0 0.1030.205 0.0
B 0.2040.5100.0820.102 0.0 0.020 0.0 0.082
C 0.1160.2560.4190.0700.070 0.0 0.0230.046
D 0.0710.0950.0950.6670.0240.048 0.0 0.0
E 0.0 0.1210.0300.0300.769 0.0 0.0 0.061
F 0.054 0.0 0.0 0.162 0.0 0.7300.054 0.0
G 0.037 0.0 0.0 0.0 0.0 0.0 0.963 0.0
H 0.0280.1530.1110.0970.0690.084 0.0 0.458

Table 5: Fusion score for different test subjects (green
means detected, TS= Test Subject and GT = Ground Truth).

T S
GT A B C D E F G H

A 0.6170.023 0.0 0.075 0.0 0.1000.185 0.0
B 0.1440.5730.0920.083 0.0 0.016 0.0 0.092
C 0.1190.2930.4270.0410.041 0.0 0.0260.053
D 0.0380.0710.0500.7590.0280.054 0.0 0.0
E 0.0 0.1110.0280.0310.769 0.0 0.0 0.061
F 0.009 0.0 0.0 0.116 0.0 0.8360.039 0.0
G 0.009 0.0 0.0 0.0 0.0 0.0 0.991 0.0
H 0.0170.0720.0720.0980.022 0.02 0.0240.675

cumstances and the results are presented in the Ta-
ble 5.

Diagonal of these two tables (Table 4 and Table 5)
clearly helps us to understand that the fusion of SVM
and FCM score improves the recognition accuracy for
all the subjects. The recognition accuracy with fusion
and without fusion for all the subjects are summa-
rized in terms of average Fscore in Table 6. Therefore
one can clearly infer that the proposed fusion based
method outperforms any existing singleton approach
for person identification. One thing that needs to be
mentioned here is that we have not reported the per-
formance metric of person identification using only
unsupervised algorithm because the reported recogni-
tion accuracy by Ball et.al in (Ball et al., 2012) for
only four persons using K-Means algorithm is only
43%.

Table 6: Performance comparison between without fusion
and with fusion.

Without Fusion With Fusion
0.64 0.71
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5 CONCLUSIONS

In this paper we have proposed a novel approach
based on fusion of supervised and unsupervised learn-
ing algorithm using Dempster-Shafer theory in defin-
ing the final decision metric of human identification.
Results indicate that the combination of our proposed
fusion algorithm outperforms existing framework of
person identification in real time. As a future work,
we would be experimenting on gait independent fea-
tures, which would further improve the robustness of
the system by getting rid of gait boundary detection,
as well as remove the constraint on the side walk.
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