
An Effective Prediction of Events in Social Networks Using Influence
Score of Communities

B. S. A. S. Rajita a, Yaganti Bhanu Vikas, Pritish Prashant Moharir, Deepa Kumari b and
Subhrakanta Panda c

CSIS, BITS-Pilani Hyderabad Campus, Hyderabad, India

Keywords: Social Networks, Influence Score, Community, Derived Feature, Event Prediction, ML Models.

Abstract: In real-life social networks (SN), dynamic community evolution changes the structure of that network. Hence,
a comprehensive framework is imperative for predicting community evolution, which this research refers
to as an ’event’. This research studies how the influence of peer nodes in a social network often triggers
community evolution. Therefore, this paper proposes calculating the communities’ new derived feature called
Influence Score (IS), to predict their events. Thus, it is imperative to compute the communities’ influence
score (as a derived feature) and study its suitability for accurately predicting events using Machine Learning
(ML) models. The experimental results show that derived features together with community features are more
effective in predicting community events. The implementation and significance of the presented approach on
the dataset show that IS, as an added feature, improved the accuracy of the ML models by approximately
6.6%. Additionally, it considerably improved other parameters, including F-measure, recall, and precision.
This paper also presents a comparative analysis with other derived features. It shows an improvement in the
accuracy by approximately 1.5% and 0.8%. The results also indicate that the IS score improved the accuracy
of the logistic regression by 2.53% compared to an existing similar approach. Thus, this paper infers that IS
as a derived feature is considerably effective in improving the accuracy of ML models in predicting events in
SN communities.

1 INTRODUCTION

Social networks (SN) define the social structures of
entities and their interactions (Citron and Way, 2018).
SNs are represented graphically as nodes and edges,
where nodes stand for distinct entities and edges for
interactions between them. SNs reveal the connection
structure of entities, providing a comprehensive and
detailed view of their behavior. An essential aspect
of SN research is detecting communities correspond-
ing to dense subgraphs (Sumith et al., 2017) (Altmami
and Menai, 2020).

Over time, communities interact, leading to sig-
nificant changes in community structures. These
changes can trigger various events (Born, Same,
Merge, Split, and Dead) within a community (Palla
et al., 2007). The prediction of such events relies
on a combination of community and derived features.
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Community features are based on inherent commu-
nity properties, while derived features incorporate
concealed factors such as collaborative distances be-
tween nodes, anomalous behaviors, node influences,
and more. The research focussed on derived commu-
nity features addresses compelling and intricate chal-
lenges, as highlighted in (Bhattacharjee et al., 2019).

Existing research (Kong et al., 2019), (Kong et al.,
2019), (Duan et al., 2017) and (Duan et al., 2017)
on event prediction has traditionally focused solely
on community properties, not on the hidden proper-
ties. This paper integrates the influence of commu-
nity members as a derived feature (hidden properties)
in conjunction with community properties for pre-
dicting community events. This approach recognizes
that influential nodes within communities can signif-
icantly impact the interactions among other commu-
nity nodes (Rajita et al., 2020b) (Chakraborty et al.,
2016).

Numerous social network analysis approaches
(Kubiszewski et al., 2023) (Schäfermeier et al., 2023)
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suggest that influential nodes provides valuable in-
sights into community event prediction. Understand-
ing these dynamics is fundamental for assessing struc-
tural changes and identifying evolving communities.
Such analysis substantially impact researchers, af-
fecting citation patterns and collaboration dynamics
(Zhang et al., 2021) (Saxena et al., 2021). For in-
stance, consider co-author networks, where authors
are represented as nodes, and their collaborative pa-
per publications form the edges. When an influential
node in the co-author network changes its research fo-
cus from topic A to topic B, this shift can trigger sim-
ilar transitions in other nodes within the community,
thus impacting the entire research landscape.

The remaining sections of this paper are as fol-
lows: Section 2 provides the background of the re-
search. Section 3 delves into the details of our pro-
posed methodology. Section 4 discusses the imple-
mentation and comparative study of the empirical re-
sults obtained from the proposed approach. Finally,
in Section 5, we wrap up the work by presenting our
findings and giving insights regarding future research
directions.

2 BACKGROUND

This section covers the following topics: social net-
works (SNs), social network analysis (SNA), commu-
nity detection, and community mining techniques ap-
plied to understand the proposed work. A SN is a
collection of graphs over a range of timestamps rep-
resented as {1,2, . . . , T}.

The term SNA refers to the structural change anal-
ysis in these SN graphs. These structural changes can
be effectively captured by the communities within the
SN.

To gain a clearer understanding of Community
Detection, let’s examine the social network (SN) de-
picted in Figure 1. This network comprises 10 nodes
and 15 edges, and it serves as an illustrative exam-
ple for showcasing the functionality of the Louvain
algorithm, which is employed in this investigation to
identify communities within the provided SN. Firstly,
the Louvain technique treats individual nodes of the
input graph as a separate community (single node as
a set). Louvain randomly selects a node and its neigh-
boring nodes in each iteration. Subsequently, the
algorithm calculates the modularity associated with
the randomly chosen node with each adjacent node.
The combination that yields the highest modularity
leads to combining the corresponding nodes, forming
a new community. This process iterates until no addi-
tional progress in the modularity of the community is

achievable.
Modularity is mathematically defined as Ai, j −

kik j
E , where Ai, j represents the adjacency value (the

count of the edges between nodes j and i), ki is the
degree of node-i, k j is the degree of node-j. E is the
total number of edges in the social network (SN). The
process of detecting the communities of a toy exam-
ple SN is illustrated in Figure 1.

Influence Score

This section delves into the Influence Score (IS) con-
cept for a community. IS relies on various parameters,
including Influencing Power (IP), the number of ac-
tive or positive nodes (A), Similarity between neigh-
boring nodes denoted as Si j, and the Degree of each
node, Di. To ensure a comprehensive understanding,
we provide mathematical definitions of these parame-
ters and then illustrate the process of IS calculation is
represented in Figure 2.

The IS of a community is defined as the average
value of positive Influence-Power (IP) of active nodes,
represented as 1

A ∑
i=A
i=1 IPi, where A corresponds to the

count of active nodes, which are nodes with positive
Influence-Power values.

The Influence-Power (IPi) of each node (node-i)
measures its ability to influence other nodes within
the community. Specifically, the Influence-Power (IP)
of a node is computed as IPi = Di −∑ j∈Ni

Si j
∑ j∈Ni Si j

∗
D j. This calculation involves using the Degree Di of
each node (Ni) and the Similarity between each neigh-
boring node Si j.

Where nodes of the community is defined as:
Ni = {iεV{i, j}εE}.

The Degree of each node is defined as:
Di = ∑

N
i=1(d

+
CG

(Vi)+ d−
CG

(Vi)). Here, Similarity (Si j)
quantifies the Jaccard Similarity between neighboring
nodes, which is calculated as Si j =

|JSi∩JS j |
|JSi∪JS j

.
The Jaccard Similarity of each node is measured

as follows: JSi = { jεV{i, j}εE}∪ i. The computation
of the IS involves the following steps, including de-
termining the Degree of each node (which can be ob-
tained from the community detection approach), as-
sessing the Similarity (S) of each node, calculating the
influencing power (IP) of each node, and then consid-
ering only positive IP nodes. Finally, the IS of the
community is computed as the average value of posi-
tive IP values. Figure 2 displays the process of calcu-
lating the Influence Score for Community-1 of the SN
shown in Figure 1.

Community mining to identify the evolution of
communities detects structural changes in a sequence
of communities over a period of time. Supposing CG1
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Figure 1: Example of Community Detection using Louvain Technique.

Figure 2: Example of Influence Score Finding of a Commu-
nity.

to CGt are sequence of communities over the years, y1
to yt , 1 ≤ t ≤ T . Community mining calculates sim-
ilarity scores between sequences of communities and
finds the structural changes. These structural changes
are categorized as five events, namely, Born, Dead,
textitSame, Merge, and Split. Next, one needs to de-
velop a method to specify the reason for these changes
in the nodes of the community (Kumari et al., 2023)
(Rajita et al., 2020a).

3 PROPOSED METHODOLOGY

This section elucidates the envisaged framework, il-
lustrated in Figure 3, designed for the identification
of communities, feature extraction from these com-
munities, computation of Influence Scores (IS), and
event prediction leveraging Machine Learning (ML)
models. The framework is implemented on a dataset
sourced from DBLP, comprising 1.8 million publica-
tions penned by over 1 million authors across numer-
ous journals or conference proceedings series.

The methodology involves several key steps, such
as community detection, feature extraction, IS com-
putation, and ML-based event prediction. The algo-
rithmic intricacies of each step within the framework,
as represented in Figure 3, are critical for achieving
the intended outcomes. Further details on the specific
algorithms and techniques employed in each phase
are necessary for a more comprehensive understand-
ing.

3.1 Approach

The proposed methodology follows the steps as given
below: Step 1: The first step is to process the data,
convert XML into a vector structure, and present it
graphically for each year.

Step 2: This step uses the Louvain method to identify
communities of graphically represented data of each
year. Table 1 presents the experimental findings from
the comparative study of nine well-known community
detection methods. Compared to the other eight ap-
proaches, Louvain finds the communities in less Time
with greater Clustering Coefficient(CC) and Modular-
ity(M).
Step 3: In this step, the community events are de-
tected according to the algorithm suggested in (Bom-
makanti and Panda, 2018). According to Palla et
al. (2007), these identified events are designated as
Dead, Born, Merge, Same, and Split.
Step 4: This step is to identify the community’s di-
rect features (Section 3.1.1) and the IS score (Section
3.1.2) of the communities.
Step 5: This step gives IS score and community fea-
tures as input to the ML model to predict events.

3.1.1 Community Features

Determining the evolutionary patterns of the com-
munities requires computing the community features.
Community features refer to characteristics and prop-
erties exhibited by subsets of nodes within a so-
cial network. These properties provide informa-
tion on the underlying structure of the community.
They are derived through computational methods to
determine each community’s properties, thereby get-
ting the underlying information of the community
structure. This work identified 13 direct community
features for better internal connectivity. The detected
13 community features are represented in Table 2.

According to Saganowski et al. (Saganowski
et al., 2019), the Filter method technique validates the
significance of 13 community features on the com-
munities’ events. This method justifies the relevance
through a correlation matrix using Pearson correla-
tion. A relationship between the events (the output
variable) and the community features (the indepen-
dent variables) is depicted by the Pearson correlation
heatmap in Figure 4. Typically, the correlation co-
efficient, which runs from -1 to 1, is used to quantify
the relationship between the independent and depen-
dent variables. The range of correlation values for
the features of the community, which fall between -
0.8 and 0.8, is shown in Figure 4. Consequently, it
can be inferred from the experimental findings in Fig-
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Figure 3: A Proposed Framework for Event Prediction in a Social Network.

Table 1: Comparative Analysis of Nine Well-Known Community Detection Algorithms (Rajita et al., 2020b) (Rajita et al.,
2021c).

Community Detection Algorithm Clusterin Co-efficient (CC) Modularity (M) Time (in sec) No.of Communities
Louvain Algorithm 0.829 0.959 96.42 634402

Multilevel Algorithm 0.729 0.959 140.23 471504
Fastgreedy Algorithm 0.729 0.949 1756.43 482463

Label propagation Algorithm 0.879 0.879 8321.54 473423
Infomap Algorithm 0.669 0.869 34331.34 595354
Walktrap Algorithm 0.649 0.839 59962.16 548659

Eigenvector Algorithm 0.609 0.769 5332.34 469372
Spinglass Algorithm 0.549 0.779 42083.45 450

Edgebetweeness Algorithm 0.449 0.359 445921.25 12654

Table 2: Direct Features of the Community along with their
ID’s.

S.No Feature ID Feature Name
1 f1 Number of Nodes
2 f2 Number of edges
3 f3 Degree
4 f4 Intra connection
5 f5 Interconnection
6 f6 Conductance
7 f7 Density
8 f8 Clustering Coefficient
9 f9 Connected components

10 f10 Closeness
11 f11 Neighborhood
12 f12 Activeness
13 f13 Aging.

ure 4 that the suggested experiment found that com-
munity features aid in predicting community events.
The existing ML models for event prediction repre-
sent only known entities (node or edge features) and
time-varying relationships. This proposed work aims

Figure 4: Correlation between Community Features and
Events.

to develop a method that uses multiple and related
granularity levels to calculate the IS of the commu-
nities in a series of temporal graphs (Papanikolaou
et al., 2017) (Sakiyama et al., 2020) (Leskovec et al.,
2008).
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(a) Average value of IS at each Year.

(b) PDF between IS feature (f14) versus Born
Event.

(c) PDF between IS feature (f14) versus Dead
Event.

(d) PDF between IS feature (f14) versus Merge
Event.

(e) PDF between IS feature (f14) versus Same
Event.

(f) PDF between IS feature (f14) versus Split
Event.

Figure 5: Average values of IS at each Year and Events and
PDF of IS feature versus Five Events.

3.1.2 Influence Score

How to know that IS is a good measure for detecting
event changes? The answer to the above question lies
in Probability Distribution Function (PDF) and Pois-
son distribution.

Probability Distribution Function (PDF): This
function is helpful because it tells about the probabil-
ity of an event occurring in a given interval (In Figure
5, the pdf interval is between 2.0 and 2.5). To demon-
strate how well the newly derived feature (IS) works
to improve the accuracy of the ML models, it exam-
ines whether it impacts the target variable (Events).
That is to find the relation between IS (new derived
feature) and Events in two steps (Uddin et al., 2012).
In Step One, the average of the newly derived fea-
ture (IS) at each time period is computed and shown
in Figure 5a. According to Figure 5a, the average
IS value increased annually, which supports the first
step. The second step is to identify the impact of IS
on each Event (Born, Dead, Merge, Split, and Same)
by using the Probability Density Function (PDF). It
is because the PDF finds the probability across all the
possible outcomes concerning events. Figure 5 illus-
trates the outcome of this step, showing the PDFs of
the following events: Born (2.5), Dead (2.0), Merge
(2.5), Same (2.5), and Split (2.0). The averages of IS
(from Figure 5a) match these PDF values. The in-
ference from Figure 5 is that IS score considerably
impacts Born, Merge, and Same events and a lesser
impact on Dead and Split events.
Poisson Distribution: The Poisson Distribution is
chosen because it helps to identify which indepen-
dent variables (features of our data set) impact the de-
pendent variable (event change). The data is grouped
year-wise to help organize and derive essential con-
clusions on how the communities have changed. The
beta values are the estimated Poisson regression co-
efficients for the model (Leskovec et al., 2008). The
IS Score’s greater beta values (0.0289) indicates it is
a good fit for identifying event changes. Algorithm 1
gives the proposed algorithm’s pseudo-code for com-
puting the communities’ IS score.

Data: Community CG(E,V)
Result: IS Score
initialization A = [] ;
for each node-i in CG do

Consider Di for each node (calculated in
Community Detection) ;

JSi = { jεV |{i, j}εE}∪ i.;
Si j = JSi∩JS j

JSi∪JS j
.;

IPi = Di - ∑ jεNi

Si j

∑ jεNi
Si j

∗D j.;

if (IPi > 0) then
A = A∪ i IS = 1

|A| ∑
i=T
i=1 IPi (A is active

or positive IP nodes).;
end

end
return IS Score;

Algorithm 1: IS Algorithm.
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4 PERFORMANCE AND
COMPARATIVE ANALYSIS OF
RESULTS

The necessary experimental setup, performance anal-
ysis, and comparative analysis are covered in this sec-
tion.

4.1 Experimental Setup

The co-authorship SN is modeled in this paper us-
ing a presented framework. All experiments are con-
ducted on an NVIDIA GeForce GTX TITAN X GPU
using Python 3.0. Various machine learning models,
including Naive Bayes, Decision Tree, SVM, Neu-
ral Networks, and Logistic Regression, are evaluated
through 10-fold cross-validation.

4.2 Performance Analysis

Community features mentioned in Section 3.1.1
(community features) and Influence Score mentioned
in Section 3.1.2 (derived features) are considered
for the experent. Results obtained by comparing IS
scores as an additional feature in addition to commu-
nity features (shown in Table 4) are compared with
the 13 community features (shown in Table 3).

Table 3 suggests that, in the absence of IS score as
a feature, the efficacy of Neural Network, SVM, and
Logistic Regression is equivalent.

Accuracy measures the expected occurrences of
events by the training events. A more accurate
model gives precise, meaningful, and relevant results.
A poor accuracy suggests that the specific machine
learning model is inappropriate for the given dataset.
Higher precision machine learning models are always
superior to the current low-accuracy models (Chen
et al., 2017). Experimental results also confirm in-
creased accuracy after including the IS score as a fea-
ture. It is evident from Tables 3 and 4 that the Lo-
gistic Inclusion of IS score improved the Regression
model’s accuracy from 81.47% to 85.07%. It implies
that the predicted events are now approximately 3.6%
more accurate.

Precision calculates the positive impact of the ex-
pected occurrences based on the training events. A
lower rate of incorrect predictions is implied by high
precision, and vice versa for low precision. The find-
ings in Tables 3 and 4 demonstrate that the Logistic
Regression model’s precision increased from 79.68%
to 84.69%. Hence, the precision of the predicted
events improved approximately by 5.01% after in-
cluding IS scores as an additional feature.

The ratio of successfully predicted positive events
to all expected events is known as the recall. It evalu-
ates how comprehensive the ML models are. A poor
recall score suggests that there are a lot of false neg-
ative values in the prediction. Table 4 and Table 3
results reveal that the Logistic Regression model’s re-
call value increased from 76.37% to 84.53%. There-
fore, adding IS scores as an extra feature increased the
recall score of the predicted events by about 8.16%.

The precision and recall weighted average is the
F-measure or F1 score. It represents ML models’
robustness (it does not miss a significant number of
cases) and preciseness (the number of instances it
classifies appropriately). A lower F-score suggests
that more balance needs to be added to the dataset.
Tables 3 and 4 results demonstrate that the Logistic
Regression model’s F-score increased from 76.83%
to 84.57%. Because of this, the F-score of the antici-
pated events increased by roughly 7.74% after adding
IS scores as a feature.

Table 3: Performance of ML models based on only Com-
munity Features.

ML
Models

Accuracy Precision Recall F-
measure

Decision
Tree

52.92 51.59 50.89 51.24

Naive
Bayes

73.92 72.61 71.72 72.16

Neural
Net-
work

81.84 72.14 75.53 74.25

SVM 81.17 79.92 71.82 70.85
Logistic
Regres-
sion

81.47 79.68 76.37 76.83

Table 4: Performance of ML models based on Community
Features + IS score.

ML
Models

Accuracy Precision Recall F-
measure

Decision
Tree

76.82 76.48 76.41 76.79

Naive
Bayes

78.91 78.31 78.71 78.89

Neural
Net-
work

81.78 81.63 81.27 81.94

SVM 81.97 81.57 81.59 81.58
Logistic
Re-
gres-
sion

85.07 84.69 84.53 84.57
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4.3 Comparative Analysis with Existing
Work

This section compares this paper’s proposed method-
ology with some existing works. The number of con-
nected neighbors shared by nodes vi and v j is used by
Influence maximization using greedy strategy (Zhang
et al., 2021) to identify active nodes. The correlation
between vi and v j’s number of connected neighbors
is confirmed via a greedy technique. So, it identified
only the association of two nodes. However, it did
not include the overall community structural change.
Hence, it misses out on those nodes that the nodes
in other communities influence. Therefore, the ex-
isting Influence maximization using greedy strategy
(Zhang et al., 2021) is less accurate in predicting cer-
tain events. So, it fails to find some critical events
such as Merge, Same, and Born. The presented IS
technique considers the influence of other nodes and
nodes influencing other nodes. So, Similarity, Si of
each node (node-i), measures how much its neighbors
influence node-i. And Influence-Power IPi of each
node (node-i) measures how much node-i can influ-
ence others. This method helps to find the probabil-
ity of an author likely to change the research inter-
est based on the IS score of the community. It ex-
perimentally proved that using PDF, the proposed IS
score helps detect more critical events such as Merge,
Same, and Born.

Table 5: Performance Analysis of IS over AS, CD, and
Zhang et al.

ML Model Logistic Regression
Types of Fea-
tures ↓

Accur-
acy

Precis-
ion

Recall F-
measure

Community
Features (CF)
+ Anomaly
Score (AS)
(Rajita et al.,
2021a)

83.57 83.62 83.59 83.26

CF + Col-
laborative
Distance
(CD) (Rajita
et al., 2021b)

84.27 83.62 83.53 83.57

CF + IS 85.07 84.69 84.53 84.57
zhang et al.’s
Influence
maximization
using greedy
strategy
(Zhang et al.,
2021)

82.54 81.21 81.72 81.36

Section 4.2 inferred that the Logistic Regression
(LR) model predicts more accurate events than the
remaining four ML models (Decision Tree, Naive
Bayes, Neural network, and SVM). The effective-
ness of the suggested strategy is evaluated in Ta-
ble 5 with that of other derived features, including
Anomaly Score (Rajita et al., 2021a) and Collab-
orative Distance (Rajita et al., 2021b), as well as
with the Zhang et al. (Zhang et al., 2021) method
on the logistic regression model. The accuracy of
the proposed approach (community features + Influ-
ence score) is 85.07%. It is approximately 2.53%,
1.5% and 0.8% more accurate than Zhang et al.
(Zhang et al., 2021), Anomaly Score, and Collabo-
rative Distance approach, respectively. The preci-
sion of the proposed approach is 84.69%. It is about
3.48%, 1.07%, and 1.07% more accurate than Zhang
et al., Anomaly Score, and Collaborative Distance ap-
proaches, respectively. The recall of the proposed
method is 84.53%. It is approximately 2.81%, 0.94%,
and 1.00% improvement over Zhang et al., Anomaly
Score, and Collaborative Distance approach, respec-
tively. Similarly, the F-measure of the proposed
model is 84.57%. It is approximately 3.21%, 1.31%,
and 1.00% better than Zhang et al., Anomaly Score,
and Collaborative Distance approaches, respectively.

5 CONCLUSION AND FUTURE
WORK

The Influence Score, a newly developed feature in-
cluded in this study, enhanced the ability of machine
learning models to predict social network community
events. The graphical depiction of the social network
community serves as the basis for the newly sug-
gested feature. The similarity and influence power of
the nodes determines the IS score. The outcomes of
the performance and efficacy of the presented method
on the dataset demonstrate that including the IS score
as an extra feature significantly increased the ML
models’ accuracy by about 6.6%. The accuracy of
the logistic regression model increased from 81.47%
to 85.07%. Additionally, it demonstrated a signifi-
cant improvement in the other parameters, including
F-measure, recall, and precision. A comparative anal-
ysis presented in this paper shows that the proposed
approach gives better results over other derived fea-
tures, such as anomaly score and collaborative dis-
tance, by approximately 1.5% and 0.8%, respectively.
It also indicates that the IS score increased the accu-
racy of the logistic regression model by 2.53% com-
pared to the Zhang et al. approach.

The authors intend to employ stochastic gradient
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and GAN techniques to measure Influence Score in
the future to increase accuracy even further.
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