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Abstract: Named Entity Recognition (NER) and Relation Classification (RC) are important tasks for extracting informa-
tion from unstructured text and transforming it into a machine-readable format. Recently, the field of few-shot
learning has gained increased interest due to its ability to enable models to generalize across multiple domains
using minimal labeled data. However, no studies have addressed the recent achievements in the NER and RC
fields within the few-shot learning paradigm. In this work, we aim to fill this gap by presenting a survey on
recent few-shot learning models in the fields of NER and RC. Our survey provides a thorough introduction to
these tasks, along with a summary of the latest approaches and achievements. We conclude with our observa-
tions on the current state of research in these domains.

1 INTRODUCTION

Named Entity Recognition (NER) and Relation Clas-
sification (RC) are crucial tasks for extracting infor-
mation from unstructured text and converting it into a
machine-readable format. Several Natural Language
Processing (NLP) applications employ the two steps,
either separately or simultaneously, such as infor-
mation retrieval and information extraction, knowl-
edge graph construction (Zou, 2020), question an-
swering, and other domain-specific applications, such
as biomedical data mining (Quirk and Poon, 2016).

The NER task targets labeling subsets of words
in a text that designate entities and assigning a type
to each entity, such as Person or Location, etc. The
RC task aims to identify all the valid semantic rela-
tions between two given entities. Figure 1 shows a
general diagram for the two tasks. A variety of meth-
ods have been proposed to train NER and RC mod-
els. Early ones used rule-based algorithms, such as
text pattern mining (Huffman, 1995), feature-based
methods (Kambhatla, 2004) or graphical methods
(McClosky et al., 2011). Followed that models that
used text representation as input in neural networks
(Luo et al., 2020; Wang et al., 2020a). Neural net-
work models have achieved state-of-the-art perfor-
mance. Thanks to the advancements in deep-learning
techniques. Models also varied by the learning ap-
proaches. Supervised learning is a widely used ap-
proach. However, supervised learning requires large

“Charles Dickens was born in England and wrote Oliver Twist.”

Charles Dickens was born in England and wrote Oliver Twist .

Entity Tagging

P: Charles DickensL: England M: Oliver Twist

Relation Classification

<Charles Dickens, born_in, England> <Oliver Twist, Author, Charles Dickens>

Figure 1: The diagram of the NER and RC tasks.

amounts of labeled data and heavy resources for train-
ing. Furthermore, it cannot generalize to multiple
domains. Primitively, these issues were handled by
weak or distant supervision models (Hoffmann et al.,
2011). However, noisy labels have always put ob-
stacles to reaching good results in the weak or dis-
tant supervision models. On the other hand, few-shot
learning has shown its capabilities in achieving rea-
sonable scores using minimal labeled data and can
easily adapt to new domains (Bragg et al., 2021).

Recent NER and RC surveys focused on deep
learning models (Yadav and Bethard, 2019; Li et al.,
2020a), and a few considered surveying both fields in
a single study. Accordingly, A survey that focuses on
recent few-shot learning models in both fields would
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enhance current research efforts. Consequently, we
address this gap by presenting this survey that studies
the recent few-shot learning models in the NER and
RC fields with a quick review of other models that
adopted different learning approaches. This contribu-
tion entails presenting the most recent advancements
and exploring the latest methodologies. Our survey
categorizes the recent works based on the model input
and follows careful criteria in selecting the papers.

Our survey is divided as follows: Section 2 de-
scribes previous and related surveys. Section 3 ex-
plains our methodology in selecting the models for
this survey. Section 4 sets the foundational terms and
definitions. Section 5 describes the datasets that we
found commonly used in both the NER and RC tasks.
Section 6 shows the models that have been found han-
dling both the NER and RC tasks. Section 7 shows
the models that solely addressed the NER task. Sec-
tion 8 shows the models that addressed the relation
classification task only. Finally, we conclude our ob-
servations in Section 9.

2 PREVIOUS WORKS

Our work is the first work that considers the two tasks
with a focus on few-shot learning methods. The sur-
veys in (Yadav and Bethard, 2019; Li et al., 2020a)
considered the NER task methods only, they showed
early approaches and focused on deep learning mod-
els. The survey in (Nasar et al., 2021) considered
works from the NER and RE tasks with a focus also
on deep learning models. The survey in (Han et al.,
2020) reviewed the works in the Relation Extraction
(RE) task and categorized them based on their ap-
proaches, then discussed more paths in the RE task
to be explored.

3 METHODOLOGY

Given that early works in the NER and RC fields
complied with pattern-based or feature-based ap-
proaches, followed by machine learning-based ap-
proaches, we only considered machine learning-based
models in this survey for the following reasons. First,
pattern-based or feature-based models have signifi-
cantly lower scores on several benchmarks compared
to deep learning models (Nasar et al., 2021; Ya-
dav and Bethard, 2019). Accordingly, a few mod-
els adopted pattern-based or feature-based methods
solely during the last few years. Second, several
surveys have addressed non-machine learning models

sufficiently while we target surveying recent accom-
plishments.

With hundreds of works in the NER and RC tasks
available in the literature and to present a survey that
focuses on deep learning-based models for the rea-
sons mentioned earlier, we chose the models that were
published in 2019 and later. We selected the 2019
year because it witnessed the beginning of using some
revolutionary Pre-trained Language Models (PLMs),
such as BERT (Devlin et al., 2018) and GPT (Brown
et al., 2020); these PLMs were employed to score
new state-of-the-art performances in most of the NLP
tasks. With the adoption of the English language for
many NLP benchmarks and evaluations, we excluded
works that pursued other languages solely from our
search results. Furthermore, we excluded domain-
specific works to survey general-use models that can
be adapted for other domains. We searched Google
Scholar for the terms: “Relation Extraction”, “Named
Entity Recognition”, “Relation Classification”, and
“Triple Extraction”. We selected the papers that have
any of the terms in the title or the content that ap-
peared in the first 100 search results, and then we gave
a rank based on the following factors:

• Number of citations.

• The model presents a few-shot learning results.

• The model handles both NER and RC tasks to-
gether.

• Publication year.

The last factor is considered for fairness with papers
that were published in the same year of writing this
survey and did not receive an adequate number of ci-
tations.

4 PRELIMINARIES

The NER task targets labeling subsets of words in
the text that designate entities. Formally f (W ) = E,
where f is a trainable function, W is a sequence of
words of size n, W = {w1,w2...wn}, E is a set of la-
bels, and E = {e1,e2...en}. e ∈ L, where L is a set of
entity types, such as Person, Location, etc. An entity e
may contain multiple w words. It is not necessary that
all words within an entity are adjacent, this type of en-
tity is called a discontinuous entity. For example, the
term “The teams of France and Italy” incurs two en-
tities “The team of France” and “The team of Italy”.
An entity of multiple words may contain instances of
sub-entities. For example, “The governor of Bryxton”
is an entity, and “Bryxton” is a sub-entity; this type of
entity is called a nested entity.
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Table 1: Statistics of popular NER, RC, and RE Benchmarks.

Benchmark Train Validation Test Total
CoNLL2003 14,041 3,250 3,453 20,744
OntoNotes5.0 59,924 8,528 8,262 76,714
FEW-NERD (INTRA) 99,519 19,358 44,059 162,936
FEW-NERD (INTER) 130,112 18,817 14,007 162,936
TacRed 68,124 22,631 15,509 106,264
Re-TacRed 58,465 19,584 13,418 91,467
FewRel 44,800 11,200 14,000 70,000
NYT 56,196 5,000 5,000 66,196
WebNLG 5,019 500 703 6,222

The RC task, in its simplest implementation, aims
to identify if a relation between two entities exists
within a text sequence. However, the task is more
practical when identifying the relation type. Formally,
f (W,e1,e2) = r, where f is a trainable function, W
is a text sequence, e1 and e2 are two tagged entities
in W , and r is the relation. In the open-world sce-
nario, the relation can be either predicted without the
need to be seen during training. Controversially, a re-
lations set needs to be pre-defined in the closed-world
scenario.

Several models employed the NER and RC tasks
jointly to extract relational triples (Li et al., 2021; Sui
et al., 2020; Cabot and Navigli, 2021; Tang et al.,
2022). A relational triple consists of the following
three items respectively, a head or subject entity, a se-
mantic relation, and a tail or object entity. Different
names were used for this simultaneous task, such as
Relation Extraction (RE) and Triple Extraction (TE).
In a sentence, multiple triples may share a single en-
tity in a case named Single Entity Overlap, Figure 1
shows an example of the entity “Charles Dickens”
that is found in two triples because it is a part of
two input items in the RC task. A more complicated
scenario is when multiple relations connect the same
entities, this case is called Entity Pair Overlap. For
instance, the entities “Bern” and “Switzerland” can
have the two relations “capital of” and “city in” in
the sentence “Bern is not only a city in Switzerland
but also the capital”.

Few-shot learning has been found practical in
classification problems when access to labeled data is
limited (Bragg et al., 2021). Different approaches can
be used to design a few-shot learning model, includ-
ing data generation to provide sufficient labeled data
(Mishra et al., 2018), or transfer learning when pre-
trained models are employed (Sun et al., 2019). There
are different model architectures for few-shot learn-
ing; the most popular and the easiest to grasp is the
N-way-K-shot framework, where a trainable function
is exposed to a support set of few instances of size K
in each label. The size of the labels is N. After train-

ing the function, a query set is used for evaluation.
A loss function measures how far the predictions are
from the ground truth labels.

5 BENCHMARKS

In this section, we describe widely used benchmarks
in the NER and RC tasks. Statistics of the datasets are
shown in Table 1.

5.1 Named Entity Recognition
Benchmarks

CoNLL2003 (Sang and De Meulder, 2003) is a
dataset that was built using the Reuters news corpus.
It has four entity types: Persons, Locations, Organiza-
tions, and Miscellaneous. OntoNotes5.0 (Weischedel
et al., 2013) is an annotated text dataset that has part
of speech (POS) and NER tags. The dataset was
built using a corpus of various types of text con-
tent, such as news, conversational telephone speech,
weblogs, newsgroups, broadcasts, and talk shows.
OntoNotes has different language variants including
English. FEW-NERD (Ding et al., 2021) is the first
released dataset for few-shot NER evaluation. It has
two variants. In FEW-NERD (INTRA), the evalua-
tion entity types are not seen during training, which
makes it harder compared to FEW-NERD (INTRA),
where splits share the same types. The dataset sen-
tences were retrieved from Wikipedia articles. The
dataset has 491.7k annotated entities of 8 coarse-
grained types and 66 fine-grained types.

5.2 Relation Classification Benchmarks

TacRed (Zhang et al., 2017) is a dataset that has been
used in both the RC and RE tasks. It is derived from
news articles and web content. The original release
had 41 relation types. The dataset was designed for
supervised learning evaluation. The work in (Sabo
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et al., 2021) showed some drawbacks in popular few-
shot learning datasets and proposed an approach to
customize the supervised learning ones for few-shot
evaluation, such as TacRed. Later on, Re-TacRed was
released as an improved version of the original one
(Stoica et al., 2021). FewRel (Gao et al., 2019b) is
a Few-Shot relation classification dataset of 100 rela-
tions in sentences derived from Wikipedia and labeled
by crowdsourcing. The training part has 64 relations,
the validation part has 16 relations and the test part
has 20 relations. Soon after the release of FewRel, au-
thors presented a new version to examine the models’
ability to adapt to new domains. Although FewRel
was adopted by many works, the study in (Sabo et al.,
2021) showed that the dataset is still far from real-
world scenarios, thus authors proposed a mechanism
to switch supervised datasets, such as TACRED, to
apply to the few-shot training.

5.3 Relation Extraction Benchmarks

NYT (Riedel et al., 2010) is a dataset that was gen-
erated from a large New York Times articles corpus,
where each item consisted of a sentence and a set of
triples. Each triple is composed of subject and object
entities, and a relation. WebNLG is a dataset that was
originally generated for the Natural Language Gener-
ation (NLG) task, CopyRE (Zeng et al., 2018) cus-
tomized the dataset for the triples and relations ex-
traction tasks.

6 UNIFIED NER AND RC
MODELS

In this section, we present the models that addressed
both the NER and RC tasks. These models produced
outputs in two formats: either as separate sets of enti-
ties and relations or as combined entities and relations
represented as triples. Early RE models utilized a
pipeline approach, where NER or RC was conducted
at the beginning, and then the output of the process
was used for running the second task. For instance, in
Figure 1, the entities are extracted first, then they are
fed as input for the RC task. However, this method
suffers from the error propagation issue. Specifically,
the errors from the first stage propagate to the second
one and affect the overall performance. Thus, recent
models performed a simultaneous validation for the
NER and RC tasks while training the model. We ex-
plain those works in the following paragraph.

DeepStruct (Wang et al., 2022) is a supervised
learning model with a zero-shot learning variant. The
authors trained different language models with a triple

extraction objective and then fine-tuned them for NLP
downstream tasks. In LUKE (Yamada et al., 2020),
authors utilized different masking and self-attention
strategies to train BERT to tag entities within the text.
LUKE was evaluated for different NLP tasks. The
model in (Liu et al., 2022) represented text as actions
to build a structure of dependencies between words
for a supervised learning approach. In PL-Marker (Ye
et al., 2021), markers were used in the text sequence
to tag and classify entities and to extract their rela-
tions. In Set Prediction Network (SPN) (Sui et al.,
2023), a non-autoregressive decoder architecture was
used to jointly extract entities and their relations in the
form of triples. The authors proposed a loss function
to handle the prediction format of triple sets. Further-
more, the model tackled the entities overlapping prob-
lems. PURE (Zhong and Chen, 2020) is a supervised
learning model that employed the pipeline approach.

7 NAMED ENTITY
RECOGNITION MODELS

In this section, we provide an overview of NER mod-
els, highlighting their key characteristics. We begin
with an examination of few-shot NER models, fol-
lowed by a categorization of other models based on
their input types. Table 2 summarizes the information
in this section.

7.1 Few-Shot NER Models

The work in (Cui et al., 2021) used manually created
templates of facts retrieved from different datasets to
train their model. For instance, “Bangkok is a loca-
tion entity” is a fact retrieved from the sentence “ACL
will be held in Bangkok”. StructShot model (Yang
and Katiyar, 2020) utilized contextual representations
of the labels from the support set instead of traditional
approaches. However, their model was capable of de-
tecting nested entities. ContaiNER (Das et al., 2021)
employed contrastive learning for the NER task by
decreasing the distance between similar entities and
increasing the distance between dissimilar ones. The
paper in (Hou et al., 2020) presented L-TapNet+CDT,
a model that used conditional random fields (CRF) to
exploit label dependencies from the source domain to
the target domain in the few-shot scope. Addition-
ally, the authors proposed L-TapNet to enlarge the
gap between label embeddings, so it becomes able
to detect the similarity between an input word and
its label, such as “rain” and “weather”. In MUCO
(Tong et al., 2021), a classifier was trained to learn
to cluster entity pairs based on the non-entity class
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Table 2: The main characteristics of the NER models.

Model Reference Learning Type Input Type Nested Entities Text Encoding
(Yu et al., 2020) Supervised Sent. Yes BERT
(Wang et al., 2022) Supervised,Zero-shot Sent. No GLM
(Liang et al., 2020) Distant Supervision Sent. No Roberta
(Cui et al., 2021) Few-shot Sent. No BART
(Luo et al., 2020) Supervised Both No BERT
(Yang and Katiyar, 2020) Few-shot Sent. No BERT
(Lison et al., 2020) Weak Supervision Doc. No BERT
(Wang et al., 2020a) Supervised Sent. Yes BERT
(Shen et al., 2021) Supervised Sent. Yes Variety
(Li et al., 2022) Supervised Sent. Yes BERT
(Schweter and Akbik, 2020) Supervised Doc. No Roberta,Glove
(Wang et al., 2020b) Supervised Sent. No Multiple
(Ye et al., 2021) Supervised Sent. Yes BERT variants
(Liu et al., 2022) Supervised Sent. No T5
(Yang et al., 2024) Supervised Sent. Yes Variety
(Ma et al., 2023) Few-shot Sent. No -
(Mao et al., 2024) Supervised Sent. Yes BERT,BiLSTM
(Geng et al., 2023) Supervised Sent. Yes BERT
(Chen et al., 2023b) Supervised Sent. Yes -

word that falls between any pair. Thus, the model ex-
plored common semantics between entities that be-
longed to the same cluster. In MAML-ProtoNet (Ma
et al., 2022), a component detected text spans, and
then another component labeled them with the entity
type. Their approach targeted mitigating the effect
of non-entity class (O-class) spans. In C2FNER (Ma
et al., 2023), a model was trained on a coarse-grained
class and then employed to distinguish fine-grained
class using Few-shot learning.

7.2 Comprehensive NER Models

Comprehensive NER models tackle both nested
and flat entities. Machine Reading Comprehension
(MRC) (Liu et al., 2019) methods handled NLP prob-
lems as a question-answering task. BERT-MRC (Li
et al., 2019) is an MRC model for the NER task and
it was able to extract nested entities. In a different
approach, the work in (Yu et al., 2020) defined the
NER task as the detection of the indices of entity
heads and entity tails in a sentence. The model uti-
lized dependency parsing graph features in addition to
the word representations generated by BERT (Devlin
et al., 2018) with the representation of the characters.
The work in (Shen et al., 2021) employed the two-
stage object detector algorithm from computer vision.
Pyramid (Wang et al., 2020a) is a neural network lay-
ered model that handled deep nested entities. W2NER
model (Li et al., 2022) was able to capture all types of
entities: flat, nested, and discontinuous. The model
leveraged the relation between entity words to iden-

tify entity boundaries. However, the model promises
higher computation needs. The model in (Zheng
et al., 2019) combined two components in a multi-
task learning model. The first used a sequence label-
ing layer to detect entity boundaries without the com-
mon error propagation problem. Whereas the sec-
ond employed a region classification model to classify
the entity boundaries. The evaluations used biomed-
ical datasets and German nested entities dataset. The
model used character-level representation for the in-
put. The model in (Tan et al., 2021) used embed-
dings combination from different language models,
then a non-autoregressive decoder for the predictions.
Pner (Yang et al., 2024) used a pipeline approach to
tackle nested entities. In (Mao et al., 2024), a graph-
based model is used for a span tagging procedure.
The model tackled different types of NER tags includ-
ing discontinuous entities. In (Geng et al., 2023), the
model utilized self-crossing encoders to enhance the
comprehensibility of overlapping information within
a sentence. A comprehensive NER model is discussed
in (Chen et al., 2023b). The main idea is based on the
boundary regression (Chen et al., 2019; Zheng et al.,
2019) model to enhance the NER recognition struc-
tured around perceptional and cognitive modules.

7.3 Flat NER Models

This section surveys models that did not address
nested entities. In (Akbik et al., 2019b), pooling tech-
niques were used to process character-level represen-
tation. In TENER (Yan et al., 2019), character level
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encoding was also employed and attention customiza-
tion led to text context information capturing. FLERT
(Schweter and Akbik, 2020) is an extension of a pre-
vious model (FLAIR) (Akbik et al., 2019a). FLERT
exploited document-level features for NER. In detail,
the method employed two subsets of the text that sur-
round a sentence in the input. The model in (Wang
et al., 2021) addressed two types of NER tasks: offline
NER, where external resources can be used to en-
rich the input with related text. And the online NER,
where cooperative learning minimized the distance
between the input representation and the output dis-
tribution. Automated Concatenation of Embeddings
(ACE) (Wang et al., 2020b) is a model that used rein-
forcement learning for selecting the best combination
of word representations. The model addressed sev-
eral NLP tasks, including NER. In TriggerNER (Lin
et al., 2020), the words that surround an entity can-
didate were exploited for prediction. BOND (Liang
et al., 2020) is a distant supervision model that uti-
lized Wikipedia and online gazetteers to extract en-
tities from the text at the beginning. In a second
stage, two sub-models interact to enhance the model’s
performance recall, which is called a student-teacher
framework.

7.4 Document-Level NER Models

Here we review models capable of comprehending
documents for the NER task. In (Luo et al., 2020),
authors proposed a sentence-level and document-level
input model. The authors employed label embed-
dings in the sentence-level input to find a similarity
score between each label and its input word. At the
document-level, a key-value memory was employed
for all the embeddings used during training. The in-
put consisted of word and character representations.
In (Lison et al., 2020), a weak supervision model em-
ployed external knowledge to label data with assis-
tance from other models, such as sequence labeling
and heuristic functions, then the output is aggregated
for the final sequence labeling. The work in (Luo
et al., 2020) proposed a model that handled sentence-
level and document-level data. Authors used BERT
for word-level representation and IntNet (Xin et al.,
2018) for character-level representation in a hierar-
chical contextualized representation architecture. The
work in (Lison et al., 2020) handled only document-
level data in a weak supervision manner. Multiple la-
beling functions annotated the entities, then the out-
put was aggregated; after that, a function was trained
to label the entities in the text sequence.

8 RELATION CLASSIFICATION
AND EXTRACTION MODELS

Here we describe the surveyed relation classification
and relation extraction models. Table 3 summarizes
the main properties of the RC models.

8.1 Few-Shot RC Models

The work in (Xie et al., 2020) used a heteroge-
neous graph neural network (HGNN) to predict rela-
tions as a node classification problem. The entities
and sentences represent different node types in the
graph. Logic-guided Semantic Representation Learn-
ing (LSRL) (Li et al., 2020b) is a supporting method
that utilized two types of features from knowledge
graphs. First, entity and relation embeddings to iden-
tify connections between relations. Second, relation
inferring rules using rule mining methods. The fea-
tures are utilized along with the word representations
to connect unseen relations to seen ones. The method
is model-agnostic; it was evaluated on two zero-shot
models, DeViSE (Frome et al., 2013) and ConSE
(Norouzi et al., 2013). TD-Proto (Yang et al., 2020)
utilized relation and entity descriptions to enhance
a prototypical network-based model. Prototypical
networks find a prototype for classes and sentences.
These networks have been adopted by several RC
models and reflected good performance as they sup-
ported matching queries with prototypes (Gao et al.,
2019a; Ye and Ling, 2019). ProtoNet (Ren et al.,
2020) is a prototypical network-based model. The au-
thors combined prototypical techniques from super-
vised learning and few-shot learning. They used a loss
function targeting enlarging the distance between the
relation representations in the embedding space.

8.2 Few-Shot RE Models

The work in (Peng et al., 2020) proposed a training
framework that enhanced text context absorption for
the RE task by applying masks to a portion of the en-
tities. Virtual prompt pre-training (He et al., 2023) is
a few-shot learning model based on a novel prompt
tuning approach. The authors used GLM (Du et al.,
2021) as the language model to encode text.

8.3 Supervised Learning RC Models

RECENT (Lyu and Chen, 2021) is a model-agnostic
paradigm, that enhances the performance by restrict-
ing the candidate prediction relations based on the en-
tity types. When applied to SpanBERT (Joshi et al.,
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Table 3: The main characteristics of the reviewed RC/RE models.

Model Reference Learning Type Sent./Doc. TextEncoding RE/RC
(He et al., 2023) Multi. Sent. GLM RE
(He et al., 2023) Few-shot Sent. Custom RE
(Chen et al., 2023a) Supervised Doc. Glove RE
(Sui et al., 2023) Supervised Sent. BERT RE
(Ren et al., 2020) Few-shot Sent. BERT RE
(Xie et al., 2020) Few-shot Sent. Glove RC
(Chen et al., 2022) Supervised Sent. Roberta RE
(Nan et al., 2020) Supervised Doc. BERT RE
(Zhong and Chen, 2020) Supervised Sent. BERT RE
(Guo et al., 2019) Supervised Both Graphencoding RE

2020), the model achieved a new F1 score on the TA-
CRED dataset. In TACNN (Geng et al., 2022), the au-
thors proposed a target attention mechanism that as-
signed increased weights to important entities in the
sentence to enhance identifying a target relation.

8.4 Supervised Learning RE Models

Unlike several works that focused on sentences and
other ones for documents, DHGAT (Chen et al.,
2023a) is a relation extraction model for dialog-type
input. The model encoded text using Glove (Pen-
nington et al., 2014) in addition to part-of-speech tag-
ging and entity type features in the input. The model
used a heterogeneous graph attention network to train
the model, the graph contained multiple node types,
such as utterance nodes, type nodes, word nodes,
speaker nodes, and argument nodes. Knowprompt
(Chen et al., 2022) is a supervised model that targeted
enhancing the word representation by using prompt-
tuning. They tackled some challenges in prompt-
tuning by enriching the process with extra knowl-
edge. For instance, the model provided entity types
while fine-tuning the language model. The model
encoded the input using Roberta PLM. Attention
Guided Graph Convolutional Networks (AGGCN)
model (Guo et al., 2019) is based on dependency
parsing graphs. Latent Structure Refinement (LSR)
(Nan et al., 2020) generated task-specific dependency
graph structures for document-level relations. The
model used iterative refinement during training to
build global interaction knowledge. The model was
evaluated using DocRED (Yao et al., 2019) dataset
only, probably due to the lack of document-level data.

9 CONCLUSION

We present a survey of recent deep learning mod-
els that address named entity recognition and relation
classification, with a focus on few-shot learning per-

formance. In named entity recognition models, we
find that entity boundary issues should be handled
in the coming works since considering partial match
as a correct prediction in multi-word entities is not
a trusted evaluation. Furthermore, we find that mod-
els can benefit from the advances in language models’
prompt-tuning to build strong architectures to achieve
new state-of-the-art scores since current models either
focus on proposing a complicated model design or on
enhancing the word representation.

In the relation classification task, we see that re-
searchers could direct their efforts towards cross-
sentence or document-level achievements under the
few-shot learning discipline since this reflects more
realistic scenarios. Furthermore, there is a lack of
datasets for evaluating such types of work. Addition-
ally, efforts should consider combining linguistic fea-
tures with dependency parsing information to support
the reliance on language models and score new re-
sults.
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