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Abstract: Online stores often include a customer comments section on their product pages. This section is valuable for
other customers, as they can read reviews from users who have previously purchased or tried the products.
This feedback is also important for the owners and managers of online stores, as they can obtain valuable
information about the products they sell, such as buyer opinions and ratings. Additionally, the comments
section holds significant value for the manufacturers of the products, as they can analyze comments posted on
various online stores to receive valuable feedback about their products. This work presents a novel technique to
automatically extract from a web page the customer comments without knowing a priori the web page structure.
The technique not only extracts text but also other types of relevant content, such as images, animations, and
videos. It is based on the DOM tree and only needs to load a single web page to extract its product comments;
therefore, it can be used in real-time during browsing without the need for page preprocessing. To train and
evaluate the technique, we have built a benchmark suite from real and heterogeneous web pages. The empirical
evaluation shows that the technique achieves an average F1 score of 90.4% and reaches 100% on most web
pages.

1 INTRODUCTION

The exponential growth of the Internet and, conse-
quently, the vast array of product options available,
increases the cost of evaluating these options for the
customer (Ursu, 2018). As a result, product reviews or
comments provided by other customers can facilitate
this process. Heinonen defines online product reviews
as a way for business managers and customers to con-
nect with other customers (Heinonen, 2011). It is a fact
that customer comments on a website or application
can influence another customer’s purchasing decision
(Johan, 2021). Indeed, various factors can influence a
purchasing decision, such as the website quality (Aren
et al., 2013), or the product rating (Hossin et al., 2019).

Sentiment analysis and opinion mining algorithms
analyze consumer reviews or comments online to infer
valuable information. Such information can be quite
diverse. For example, Binali et al. (Binali et al., 2009)
propose a classification into six groups: element ex-
traction, feature extraction, element sentiment, feature
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sentiment, element comparison, and feature compari-
son. However, most of these techniques do not include
a customer comment extraction process but rather treat
them as resources to analyze, ignoring the problem
of extracting them from the web. Some techniques
extract the comments using scraping techniques (see,
for example, (Chen et al., 2012; Saumya et al., 2018)),
while others, such as the one proposed by Hu and Liu
(Hu and Liu, 2004) and some extensions of it (Ding
et al., 2008; Liu et al., 2015), use annotated datasets.
From an engineering point of view, a web page is a
set of nodes in the Document Object Model (DOM)
(Consortium, 1997). Consequently, user comments or
reviews on a web page can be defined as a subset of
those nodes. It should be noted that user comments
(and, therefore, those DOM nodes) typically contain
not only text but also multimedia information such as
images or videos (see Figure 1).

Our approach to comment extraction is based on
analyzing the structures of the DOM model to repre-
sent web pages. Specifically, given a web page of an
arbitrary product from an online store that includes
comments, (1) we assign values to various features of
some of its DOM nodes. (2) We compare the values
computed for the features and the DOM nodes with
equal values are grouped. (3) We remove groups that
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Figure 1: Product page from amazon.com (left) and its comments extracted with our technique (right).

contain fewer nodes. (4) For each remaining group,
we compute the closest common ancestor of all its
members. (5) We analyze the obtained ancestors to
identify which one corresponds to the root of the web
page’s comments section.

The main contributions of this work are: (i) defin-
ing the features shared by all comments on a web page
and the comment extraction algorithm based on them;
(ii) implementing the technique as an open-source
WebExtension, which is an add-on officially evaluated
and published by Mozilla Firefox on its web portal;
and (iii) a benchmark suite containing heterogeneous
web pages with user comments extracted from real
websites. These pages have been labeled for automatic
processing, indicating in their own HTML code which
parts of the page are user comments and which are not.

2 STATE OF THE ART

Web page mining is a discipline that deals with isolat-
ing different functional blocks of a web page. There-
fore, this discipline includes techniques such as con-
tent detection, template extraction, menu detection,
comment extraction, etc. There are different ap-
proaches to web page mining (see, for example, (Alarte
and Silva, 2021; Faty et al., 2020; Kumar et al., 2022;
Zhang et al., 2021)), and even there was a competition
called CleanEval (Baroni et al., 2008), which included
a dataset and a gold standard to evaluate template de-
tection techniques.

A pagelet is “a self-contained logical region within
a page that has a well-defined theme or functionality”
(Bar-Yossef and Rajagopalan, 2002). Block detection
techniques try to identify pagelets, and can be classi-
fied depending on how they internally represent web
pages:

i. Approaches based on HTML code (Jamshed et al.,
2019; Leonhardt et al., 2020; Xie et al., 2020) use
the text of the web page. Many of them assume
that the main content on a web page has a high

density of text and a low density of HTML tags.

ii. Another approach involves using a rendered image
of the web page in the browser. These techniques
(for example (van den Akker et al., 2019)) are
based on the assumption that the main content of a
web page is usually located in its middle section,
and all or part of it is visible to the user without
scrolling. The main disadvantage of this type of
technique is the need for rendering web pages,
which is a computationally expensive operation.

iii. Currently, the most widespread approach is to use
the representation of a web page as a DOM tree
(Alarte and Silva, 2022b; Kumar et al., 2022; Shah
et al., 2019). Our technique uses this representa-
tion to infer the information needed to compute the
subtree corresponding to the comments section of
the web page, i.e., the pagelet that corresponds to
the comments section.

Typically, sentiment analysis and user opinion mining
algorithms take sets of reviews or opinions obtained
through scraping techniques specifically designed for
each website as input. In contrast, our algorithm per-
forms the automatic extraction of user comments from
heterogeneous websites without prior knowledge of
the web page structure and without the need for any
pre-processing. This is possible because the algorithm
is independent of the web page containing the reviews
to be extracted. Therefore, our technique can be espe-
cially useful when combined with sentiment analysis
and opinion mining techniques, as it can extract cus-
tomer comments or reviews from different web pages
regardless of their structure or any changes in their
content.

Moreover, this technique is not only useful in com-
bination with sentiment analysis techniques but also
in combination with other types of web page mining
techniques. Some of these techniques require the iden-
tification of a specific block of a web page to work
properly. For example, opinion mining techniques (Hu
and Liu, 2004) require identifying the opinion block,
i.e., the block of a web page that contains user opin-
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ions. Our approach could be used as a previous step to
automatically identify this block on any web page.

3 COMMENTS SECTION ON A
WEB PAGE

For a human, identifying the comments section in a
rendered view of a product web page is trivial. The
comments section is usually within the main content of
the web page and typically contains several paragraphs
of text related to the product in a repetitive structure.
However, when a web page is represented as a DOM
tree instead of its rendered view, identifying the com-
ments section becomes a complex task. Due to the
hierarchy of the DOM tree, a particular fragment of
a web page is often contained in several of its DOM
nodes, making it challenging to determine which one
adequately represents the set of comments. Addition-
ally, a web page usually contains various text blocks in
different fragments (e.g., the comments section, a de-
scription, an ad, etc.) that can be arbitrarily separated
in the DOM tree.

The formal definition of the comments section in a
DOM tree is based on the formal definition of a web
page. For convenience, this definition only specifies
the types of nodes that are relevant to the proposed
technique.

Definition 1 (Web Page (Alarte and Silva, 2021)). A
web page P is a tree (N,A) formed from a finite set
of nodes N. Each non-leaf node n ∈ N is of type
element (n.nodeType = 1)1 and contains an HTML
tag (including its attributes). Leaf nodes can be
text nodes (n.nodeType = 3), CDATA section nodes
(n.nodeType = 4), or comment nodes (n.nodeType =
8).2 The root node corresponds to the HTML body tag.
A is a finite set of edges such that (n→ n′) ∈ A, with
n,n′ ∈ N, if and only if the tag or text associated with
n′ is inside the tag associated with n, and there is no
unclosed tag between them.

Given a node n on a web page P,
DESCENDANTS(n) consists of all nodes belong-
ing to the subtree of n excluding n, and SUBTREE(n)
consists of the union of n and the nodes form-
ing DESCENDANTS(n). The set of leaf nodes in
DESCENDANTS(n) is obtained by LEAVES(n), while
CHILDNODES(n) represents the set of children of

1In the DOM tree, all nodes are labeled with the
nodeType attribute.

2Henceforth, it is crucial not to confuse DOM nodes of
comments, which introduce developer comments on the web
page, with DOM nodes representing comments from the user
on the page.

n. The parent node of a node n can be accessed
through PARENT(n). DEPTH(n) is the depth of node n
(measured as the number of edges from the body node
to the node), and MAXDEPTH(P) is the maximum
depth of all nodes in P. The total number of text
words (excluding those belonging to hyperlinks) in
DESCENDANTS(n) is WORDS(n).

Next, a formal definition of comments section is
introduced, which is exclusively based on the structure
of the web page and, therefore, independent of any
detection method. Given a web page P = (N,A), we
assume the existence of a COMMENT(n) tag for leaf
nodes that identifies those nodes in the web page that
correspond to user comments (both textual and non-
textual information: multimedia, etc.).

Definition 2 (Comments Section). The comments sec-
tion of a web page P = (N,A) is a set of DOM nodes
C ⊂ N such that:

i. All nodes that are user comments belong to the
subtrees of the nodes in the comments section:
∀ n ∈ N : COMMENT(n) =⇒ n ∈ SUBTREE(n′ ∈
C).

ii. All leaf nodes that belong to the subtrees of the
nodes in the comments section are user comments:
∀ n ∈ LEAVES(n′ ∈C) : COMMENT(n).

iii. The set of nodes in the comments section is mini-
mal:
6 ∃ C′ ⊂ C . ∀ n ∈ N, COMMENT(n), n ∈
SUBTREE(n′ ∈C′).

It should be noted that Definition 2 is useful when
the labeling COMMENT(n) can be provided. If the
labeling COMMENT(n) is not available, it should be
approximated. For example, product comments ex-
traction algorithms are useful tools for this, as they
automatically create the COMMENT(n) labeling.

4 COMMENTS SECTION
EXTRACTION

In this section, we propose a technique for extracting
product comments based on the classification of DOM
nodes throughout a set of features. The input data
for the technique is a web page from an e-commerce
site containing product comments, and the output is a
DOM node corresponding to the root of the comments
section. Since the technique is applied to a web page
(not a website), it only needs to load and analyze a
single web page (the input page) to infer the comments
section. This is particularly important as it is directly
related to the algorithm’s runtime.

The technique is divided into five phases:
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i. Some nodes of the DOM tree are selected using
an algorithm, and for each of them, four values are
computed: number of leaves, number of descen-
dants, number of children, and depth of the DOM
node.

ii. Next, the nodes are classified into groups of nodes
with exactly the same values.

iii. Those groups containing a number of nodes less
than an empirically calculated threshold are re-
moved.

iv. For each remaining group, an algorithm computes
the nearest common ancestor of all its nodes.

v. Finally, for each ancestor calculated in the previ-
ous phase, an algorithm computes a value based
on four properties (words, groups, depth, images—
these properties are explained in Section 4.5) that
the comments section should have. The ances-
tor with the highest value corresponds to the root
DOM node of the comments section.

All proposed ideas have been empirically validated
with a set of tests used to parameterize the algorithms
(see Section 5). The following sections describe each
phase in depth.

4.1 Property Assignment

This subsection introduces a metric to identify those
DOM nodes that potentially correspond to the product
comments section of an e-commerce site.

First, we explore the DOM tree of the web page to
compute and assign a value to each node that meets
the following criteria:

i. It is not a leaf node of the DOM tree.

ii. It is an element node and its tagName is differ-
ent from the following: ignoredTags = {a, body,
button, em, form, h1, h2, h3, h4, h5, h6, header,
hr, iframe, img, label, nav, noscript, option,
script, select, style, undefined}.

iii. DEPTH(n)+ d ≤ MAXDEPTH(P), where n is the
node, P is the web page, and d = 2 (the value of
the constant d has been obtained empirically, see
Section 5).

The comments section of a product web page generally
contains a high text density, but normally, this density
is not enough to detect it. Next, we propose several
properties that should be considered to properly de-
tect the comments section. All these properties are
objectively quantified and appropriately combined to
form a value that can be used to identify the comments
section of a product web page.

Definition 3 (Properties of a DOM node). Let P =
(N,A) be a web page. Each node n ∈ N has the follow-
ing properties if DESCENDANTS(n) = /0, n.tagName /∈
ignoredTags, and DEPTH(n)+d ≤ MAXDEPTH(P).

Text Nodes: The number of text nodes among the de-
scendants of n: |{m | m ∈ DESCENDANTS(n)∧
m.nodeType = 3}|.

Size: The number of descendants of n plus one (itself):
|SUBTREE(n)|.

Children: The number of direct children of n:
|CHILDNODES(n)|.

Depth: The depth of n in the DOM tree: DEPTH(n).

The rationale behind these properties is based on
the fact that the comments section is typically com-
posed of a set of repetitive DOM nodes (comments)
that share the same structure. Therefore, on a web
page, the root node of one comment is similar to the
root node of another comment, as they share several
properties. We observed that the properties in Defi-
nition 3 are commonly shared by the root nodes of
comments. Thus, DOM nodes that share the same
values for these properties are more likely to belong
to the same section of the web page. However, this
section is not necessarily the comments section and,
for this reason, a further treatment is needed.

Once computed, these properties are assigned to
each node of the DOM tree that satisfies the criteria
described above.

Definition 4 (Equivalence of DOM nodes). Two nodes
n1,n2 ∈ N with quadruples n1.prop = (a,b,c,d), and
n2.prop = (a′,b′,c′,d′) are equivalent if and only if
a = a′ ∧ b = b′ ∧ c = c′ ∧ d = d′, where prop is a
quadruple containing the values of the four proper-
ties assigned to that node in Definition 3.

4.2 Node Clustering

In this phase, the DOM nodes are clustered based on
Definition 4. Groups of nodes with equivalent proper-
ties are created.

Algorithm 1 iterates through all nodes and clas-
sifies them into groups, where each group consists
of equivalent DOM nodes based on Definition 4. It
should be noted that in a web page where this grouping
is performed, the variance in group sizes is typically
large.

4.3 Removal of Groups with Fewer
Nodes

In this phase, groups of nodes in the DOM tree that
are less numerous are discarded. The number of nodes
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Data: A set of DOM nodes called
candidateNodes.

Result: The set of nodes candidateNodes
classified into groups and the total
number of groups g.

forall n ∈ candidateNodes do
n.group← null

end
g← 0
forall n1 ∈ candidateNodes do

if (n1.group = null) then
n1.group← g
forall n2 ∈ candidateNodes do

if (n1 6= n2∧n2.group = null
∧n1.prop= n2.prop) then

n2.group← n1.group
end

end
g← g+1

end
end
return (candidateNodes,g)

Algorithm 1: Node Clustering.

forming each group is computed, and then groups with
a number of nodes less than or equal to a certain thresh-
old value are removed. It is important to note that the
number of groups remains unchanged; but some of
them have lost all their members. This makes the
process more efficient.

Algorithm 2 takes a parameter t as input, repre-
senting the size threshold. In our implementation, the
value of t has been determined empirically. The pro-
cess is detailed in Section 5.

Data: A set of DOM nodes candidateNodes,
the total number of groups g, and the
threshold value t.

Result: The set of nodes candidateNodes
with the group property updated.

forall i ∈ [0,g] do
if (t≥
|{n | n ∈ candidateNodes∧n.group = i}|)
then

forall n ∈ candidateNodes do
if (n.group = i) then

n.group← null
end

end
end

end
return candidateNodes

Algorithm 2: Removal of Groups with Fewer Nodes.

4.4 Minimum Common Ancestor
Calculation

Once the less numerous node groups are eliminated,
for each remaining group, the nearest common ances-
tor shared by all its nodes is computed. In other words,
the ancestor containing all nodes which is located at
the deepest possible depth in the DOM tree.

For each group, Algorithm 3 computes the deepest
node in the DOM tree containing all members of the
group. To achieve this, it selects the first group member
and recursively explores its ancestors. Each time it
explores an ancestor, it checks whether it contains
all members of the group; if so, that ancestor is the
minimum common ancestor. All functions used by the
algorithm are defined in Section 3.

The output of the algorithm is a set of nodes, each
being an ancestor of one of the groups. These nodes
are candidates to be the root node of the comments
section of the web page.

Data: A set of DOM nodes candidateNodes
and the number of groups g.

Result: A set of nodes candidate to be the
root of the comments section.

candidateRoots←{}
forall i ∈ [0,g] do

groupNodes←
{n | n ∈ candidateNodes∧n.group = i}

if (|groupNodes|> 0) then
node← n ∈ groupNodes

p← PARENT(node)
while
(groupNodes * DESCENDANTS(p))
do

p← PARENT(p)
end
candidateRoots← candidateRoots∪ p

end
end
return candidateRoots

Algorithm 3: Minimum Common Ancestor Calculation.

4.5 Selection of the Comments Section
Root Node

For each group’s ancestor obtained in the previous
phase, the values of various properties are computed.
Subsequently, a metric is computed with the obtained
values for these properties. Finally, the node with the
highest value for the computed metric corresponds to
the root node of the comments section.

Definition 5 details the properties applied to each
of the ancestors to select the root of the comments
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Table 1: Average F1 on the training set as a function of parameters t and d.

DOM nodes Words
d\t 0 1 2 3 4 5 0 1 2 3 4 5
0 23.81 % 23.81 % 32.24 % 40.18 % 53.18 % 53.18 % 25.42 % 25.42 % 32.38 % 39.87 % 53.73 % 53.73 %
1 23.81 % 23.81 % 45.26 % 70.20 % 70.20 % 45.68 % 25.42 % 25.42 % 46.26 % 71.25 % 71.25 % 47.19 %
2 31.15 % 31.15 % 72.14 % 87.14 % 67.18 % 47.06 % 33.82 % 33.82 % 72.38 % 87.38 % 67.38 % 47.06 %
3 36.05 % 36.05 % 79.41 % 84.41 % 54.45 % 44.44 % 36.93 % 36.93 % 79.04 % 84.04 % 54.04 % 44.44 %
4 37.60 % 37.60 % 65.06 % 54.41 % 44.45 % 33.33 % 39.62 % 39.62 % 66.25 % 54.04 % 44.04 % 33.33 %

section.
Definition 5 (Properties of the root node). Given a
non-empty set of ancestor nodes of each group, N, each
node n ∈ N is classified according to the following
properties:

Words: The total number of words in all text nodes de-
scending from n (except those contained in links):
WORDS(n) = ∑ WORDS(n).

Groups: The number of distinct groups that can be
found among the descendants of n:
GROUPS(n)= |{m.group | m ∈ DESCENDANTS(n)}|.

Depth: The depth of n in the DOM tree: DEPTH(n).
Images: The number of images existing among the

descendants of n:
IMAGES(n) = |{m | m ∈ DESCENDANTS(n) ∧
m.tagName ∈ {img,svg}}|.
As in Section 4.1, the properties need to be com-

bined to correctly differentiate the node representing
the root of the comments section from the others. Defi-
nition 6 combines the values obtained for the different
properties to produce a metric indicating how likely
this group is the comments section.
Definition 6 (Root Node Selection Metric). Given a
node n, the root of a group, and its properties calcu-
lated using Definition 5, its weight is:

WEIGHT(n)=
WORDS(n)×GROUPS(n)×DEPTH(n)

IMAGES(n)

Finally, we define a heuristic to select the root node
representing the comments section: the node from the
set of ancestor nodes of each group with the highest
weight (according to Definition 6) corresponds to the
root node of the comments section.

5 EMPIRICAL EVALUATION

This technique has been implemented as a WebExten-
sion3, compatible with Firefox or Chromium-based
browsers such as Google Chrome, Mozilla Firefox,
Microsoft Edge, and Opera, among others. The tech-
nique’s implementation has been evaluated by Mozilla

3https://developer.mozilla.org/en/docs/Mozilla/Add-on
s/WebExtensions

and published on its official extension portal for Fire-
fox4. Before publication, Mozilla requires several
rounds of review to ensure the quality and security
of published extensions. Users of other browsers can
download the extension from its website5. This Web-
Extension appears as a single button in the browser.
When pressed, it extracts the comments section of the
current web page, which is displayed automatically6

(and can be saved). If the button is pressed again, the
original web page is shown.

We conducted a battery of experiments using real
and heterogeneous online web pages to measure the
performance of the technique. For this, we measured
recall, precision, and F1 (Gottron, 2007). Recall is
computed as the number of nodes (or words) correctly
obtained divided by the number of nodes (or words)
in the comments section. Precision corresponds to the
number of nodes (or words) correctly obtained divided
by the total number of nodes (or words) obtained. F1
is computed as 2PR/(P+R), where R is recall and P
is precision.

Initially, we tried to use a standard public collection
of test web pages, but we found no suitable public
dataset for customer comments extraction. Some of
them were not prepared for DOM-based techniques or
included very few products (Hu and Liu, 2004), while
others only included comments from a single web
page (Ni et al., 2019). We also could not adapt a set
of test web pages prepared for template and content
extraction, such as TeCo (Alarte and Silva, 2022a),
as it included very few product web pages with user
comments. Therefore, we decided to create one of
the most important contributions of our work: a new
test set prepared for user comments extraction that is
publicly available at https://mist.dsic.upv.es/revEx/d
ownloads.html.

We created a dataset with 50 real and heteroge-
neous product web pages from different websites. As

4https://addons.mozilla.org/en/firefox/addon/review-ex
tractor/

5https://mist.dsic.upv.es/revEx/downloads.html
6DOM nodes that do not belong to the comments section

are properly hidden by changing their visibility and display
attributes to hidden or none, respectively. Therefore, the
comments section is isolated and appears in the same place
as on the original web page.
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Table 2: Empirical Evaluation of the Technique.

DOM nodes Words
Domain Recall Precision F1 Recall Precision F1 Runtime
aftfasteners.com 100.00 % 15.42 % 26.72 % 100.00 % 11.91 % 21.28 % 0.27 s.
amazon.es 96.47 % 100.00 % 98.20 % 98.60 % 100.00 % 99.30 % 1.88 s.
beechworthhoney.com.au 0.00 % 0.00 % 0.00 % 0.00 % 0.00 % 0.00 % 0.10 s.
bergfreunde.de 89.91 % 100.00 % 94.69 % 90.56 % 100.00 % 95.05 % 1.23 s.
bluschoolsupplies.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.12 s.
decathlon.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.65 s.
dosfarma.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 1.48 s.
druni.es 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.12 s.
eltallerdelmodelista.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.04 s.
etsy.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.71 s.
farmaciajimenez.com 91.84 % 100.00 % 95.75 % 94.61 % 100.00 % 97.23 % 0.15 s.
huntoffice.ie 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.36 s.
juegoyjardin.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.18 s.
majestic.co.uk 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.60 s.
matalan.co.uk 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.14 s.
musicstore.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.35 s.
mylittlewardrobe.com.au 0.00 % 0.00 % 0.00 % 0.00 % 0.00 % 0.00 % 0.87 s.
neobyte.es 97.42 % 100.00 % 98.69 % 99.47 % 100.00 % 99.73 % 0.34 s.
otto.nl 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.39 s.
parisfashionshops.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.34 s.
pharmabuy.es 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.09 s.
shopcoffee.co.uk 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 1.48 s.
snooplay.in 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.14 s.
sundae-muse.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.55 s.
tcompanyshop.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.12 s.
tea-and-coffee.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.16 s.
tshirtstudio.es 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.03 s.
watchard.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 1.40 s.
winechateau.com 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.49 s.
zonadepadel.es 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 0.31 s.
Average 92.52 % 90.51 % 90.47 % 92.77 % 90.40 % 90.42 % 0.50 s.

a result, all pages have different designs and structures,
including web pages in different languages to validate
the language independence of the technique. Each web
page in the dataset consists of a single page, archived
along with all its resources (e.g., CSS, JavaScript,
videos, or images). This ensures the independence
of each page regarding its evolution over time (design
changes, data updates, etc.). For each web page in
the dataset, the user comments section was manually
obtained and then the mainComments class was added
to the HTML tag of its root DOM node. This way, the
dataset is useful for researchers to evaluate or compare
their comment extraction techniques using that tag.

5.1 Training Phase

We built a version of our WebExtension to automate
the evaluation. For all web pages in the dataset, it
sequentially runs the comment extraction algorithm.
For each test, it computes the recall, precision, F1, and
execution time for both text words and obtained DOM
nodes. The technique’s training consists of determin-
ing the optimal value of two parameters to maximize

F1:

• Value of the parameter d, which defines the maxi-
mum depth a DOM node should have concerning
the maximum depth of the DOM tree to assign it
the values of the properties in Section 4.1.

• Threshold value t (see Section 4.3) that defines the
minimum number of elements a group must have
to avoid being eliminated.

During the training phase, 20 web pages were ran-
domly selected from the dataset to form a training
subset, and recall, precision, and F1 were computed
for different values of the two parameters. Table 1
shows the results of the experiments carried out with
the training subset. The value of each cell in the table
is the average F1 of the 20 experiments for each com-
bination of the parameters. Possible values of d ranged
from 0 to 4, while possible values of t ranged from 0
to 5. Each row in the table corresponds to a possible
value of d, and each column corresponds to a possi-
ble value of t. It should be highlighted that the table
shows the results obtained for both DOM nodes (first
5 columns of results) and text words (last 5 columns).
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We can see that the best average F1 is obtained for the
combination of d = 2 and t = 3, both for DOM nodes
and text words.

5.2 Evaluation Phase

The evaluation dataset consisted of the remaining 30
web pages. Table 2 presents the results obtained for
optimal parameters t and d. Each row in the table
corresponds to a web page (column Domain refers to
the domain of the web page). As shown in the table
columns, the Recall, Precision, and F1 were com-
puted for both DOM nodes and extracted text words.
Additionally, the Time in seconds was measured. The
results show an average F17 of 90.47% for DOM nodes
and an average F1 of 90.42% for text words. It should
be noted that in 80% of the web pages, an F1 of 100%
is achieved. However, there are two web pages where
an F1 of 0% is obtained, which indicates no detection
of any part of the comments section. We observed
that this happens because the algorithm identifies a
set of DOM nodes that share the properties in Defi-
nition 3, but these DOM nodes do not correspond to
the comments of the web page. In the case of beach-
worthhoney.com.au, the algorithm identifies a set of
DOM nodes that correspond to a set of other products
from the webshop. On the other hand, in the case
of mylittlewardrobe.com.au, the algorithm identifies
as comments a set of DOM nodes that correspond to
images of a carousel.

Finally, we observe that once the web page is
loaded by the browser, the average algorithm time
is 0.5 seconds, which is consistent with a page-level
block extraction technique, as these techniques only
need to perform operations on the web page from
which they want to obtain the block.

5.3 Comparison with Other Techniques

We could not find in the literature any other comments
extraction technique able to work with heterogeneous
web pages. We found, however, some commercial
tools that, among other things, allow us to extract re-
views from product web pages. Unfortunately, most of
these tools are not valid for heterogeneous web pages.
Some of them are only prepared for particular web
pages (e.g., Apify8, or Outscraper9), while others take
as input the HTML tags or blocks that contain the com-
ments section (e.g., the iSocialWeb Product Review

7Average F1 is the mean of the values in the F1 column,
not F1 calculated using the mean precision and mean recall.

8https://apify.com
9https://outscraper.com

Extractor10, or BrowseAI11). We also found two com-
mercial tools that are able to extract comments from
heterogeneous web pages, Zyte12 and ScrapeStorm13.
We compared both tools with RevEx using 30 prod-
uct web pages from our dataset. RevEx successfully
extracted the comments section from 27 web pages,
while ScrapeStorm extracted it from 10 web pages and
Zyte from 3 web pages. As a result, RevEx demon-
strated a significantly higher efficacy compared to both
commercial tools.

6 CONCLUSIONS

Opinion mining and sentiment analysis algorithms take
sets of online consumer comments as input and analyze
them to infer valuable information. These comments
are often obtained through scraping techniques, which
depend on the specific web page they are applied to.
This work presents a new technique for extracting the
comments section from heterogeneous product web
pages.

The main novelty of our technique lies in defining
the characteristics of DOM nodes that allow clustering
them into groups of equivalent DOM nodes, and how
the comments section is detected from these groups.
The features considered in the metrics have proven to
be useful for inferring the root node of the comments
section on a product web page. Computing the fea-
tures of DOM nodes and clustering them into groups
of equivalent nodes is helpful in easily and quickly
identifying nodes that follow a common structure.

Another significant contribution of the work is that
we have created and made public a dataset consisting
of 50 heterogeneous product web pages. This dataset
allowed us to train and evaluate the technique.

The empirical evaluation shows that the technique
achieves an average F1 score of over 90% for both,
text words and DOM nodes. It should be highlighted
that perfect results (exact extraction of the comments
section with an F1 of 100%) are obtained on 80% of
web pages. Regarding the average execution time of
the algorithm, it is 0.5 seconds, excluding the web
page loading time.

A strong point of our technique is that, unlike most
block extraction techniques that only focus on extract-
ing text, it can extract comments content regardless
of its type. In other words, it not only extracts text

10https://www.isocialweb.agency/en/ai-ecommerce-
product-review-extractor/

11https://www.browse.ai
12https://www.zyte.com
13https://www.scrapestorm.com
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but also animations, images, and videos. Our imple-
mentation is open and free, available on the official
Mozilla Firefox add-ons portal. The webExtension
can be also combined with tools such as Selenium in
order to automate the generation of product reviews
from different websites.

As future work, we plan to incorporate other out-
put formats for the webExtension (besides HTML).
One of these formats will be plain text since, usually,
sentiment analysis and opinion mining algorithms in-
put the comments as plain text. On the other hand,
the functionality of many scraping tools is based on
knowing the className or the id of the DOM node.
Therefore, another interesting output is the className
and id of the DOM node that corresponds to the root
of the comments section. We also plan to augment our
dataset of product web pages with more real webpages
labelled for comments extraction.

Finally, it should be highlighted that not all com-
ments are always visible on a web page (sometimes
the user has to press a button called “Show more” or
similar), which is a limitation of our technique. How-
ever, we are investigating how to retrieve all comments,
whether they are visible or not.
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