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Abstract: In our research group working on normative systems, we develop (Normative) Agent Based Models for evalu-
ating policies, and as a basis for building distributed (normative) control components. If and how interactions
between actors (represented by agents) take place are heavily impacted by the (dis)trust between those actors.
In this paper, we discuss a model of the representation of the three components of the agent’s trustworthiness:
competence, benevolence, and integrity. The model presented in this paper is being illustrated by a small
simulation experiment.

1 INTRODUCTION

Trust between actors in social systems is an essential
factor that influences if and how the actors interact.
In socio-technical systems, where the behaviour of
devices or components should act in the interests of
the stakeholders involved, computational trust mod-
els serve as a mechanism to establish relationships
between these devices/components or not, hence im-
pacting the (emerging) functionalities of such socio-
technical systems.

In this paper we describe how we combine models
of trust with agent-based modelling. While, as stated
before, we aim to use our ABMs as a basis for creat-
ing control components, we also have a more theoret-
ical purpose in mind. As trust is an important if not
determinant factor in social and social-technical sys-
tems, our computational modelling approach allows
for (dis-) confirmation of the existing social trust the-
ories, by modelling these theories in a Multi-Agent
Systems (MASs) simulation (using ABM) and com-
pare the results with actually observed phenomena.
We focus on testing whether it is possible to model
trust phenomena in a MAS in a way that reflects the
trust-related phenomena observable in society. In sil-
icon experiments (i.e. simulations) can only lead to
accurate results if all relevant trust factors are ade-
quately modelled in the ABM used for that simula-
tion.
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In this paper we will focus on the problem of the
representation of trustworthiness of potential trustees.
Trustworthiness is one of the basic components of
trust, which is the basis of the Trustor’s decision con-
cerning placing trust in a particular agent. This con-
cept is an object of an extensive research in social sci-
ences (Castelfranchi and Falcone, 2010; Mayer et al.,
1995; Mcknight et al., 2011), Multi-agent Systems
(Delijoo, 2021), and others. In our work, we ex-
plore this concept in order to prepare a comprehensive
model and implementation in MAS.

In this paper we introduce a computational model
of trustworthiness of one agent (Trustee) in the eyes of
other agent (Trustor). We will address both the onto-
logical aspects as well as the epistemological aspects
of this model. Other aspects such as the mechanisms
of building and eliminating trust between agents, the
role of evidence, the creation of plans of agents, del-
egating tasks, etc. are left out of scope, and will be
addressed in future work.

2 TRUST MODELS IN
LITERATURE

Before going into some influential trust models found
in literature we should point at different approaches
for creating MASs. MASs are usually constructed
on the basis of one of the general AI paradigms: ei-
ther they are knowledge-driven (typically created with
the use of Agent-based programming), or data driven
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(typically constructed on the basis of multi agent re-
inforcement learning mechanisms). Below we shortly
present a discussion of various approaches.

Nobandegani et al. (Nobandegani et al., 2023)
present a model of trust for Multi-agent reinforcement
learning. Their paper presents a rather oversimpli-
fied reputation-based trust mechanism in which trust
is built on the basis of past experience, without differ-
entiating what type of situations the agents face, what
types of tasks are relevant for agents, without individ-
ual attitudes of agents, etc. In their model, trust is
represented as a number. Also Tykhonov et al. repre-
sent trust as a number (Tykhonov et al., 2008). In their
paper they present an agent-based model of trust, cre-
ated in order to analyse trust dynamics in a specific
supply-chain experiment. Chen on the other hand,
(Chen et al., 2015) represents trust binary (trustor
trusts trustee or not). In their paper they describe
some experiments on modeling trust games with the
use of agent-based modeling. Similar to Nobande-
gani, trust is build on the basis of past experience,
but their model distinguishes so-called myopic trust
in which experience is limited to one step back (short-
term memory). Jaffry and Treur (Jaffry and Treur,
2013) model trust with the use of agent-based model-
ing, again trust is represented as a number calculated
on the basis of experience. Their model does not take
into consideration all complex aspects of trust, like
trustworthiness, the role of competence, benevolence,
and integrity in the trust evaluation mechanism. Par-
sons, et al. (Parsons et al., 2012) introduce a model
of reasoning about trust in an argumentation frame-
work, but trust in this model is still a single number
only. The model introduces an interesting view on the
propagation of trust in the argumentation, but the au-
thors avoid the discussion about the nature of trust, its
individualised and societal character, etc.

Frey and Martinez (Frey and Martinez, 2024) no-
tice some important drawbacks of existing approaches
in which trust is reduced to reputation. Following
that observation they introduce a new way of repre-
senting trust in a multi-agent reinforcement learning-
based system. Although their approach extends the
reputation-based models, it is based on a particular
and quite specific understanding of trust which re-
duces its role to learning to follow someone’s else
(trustee) behaviour, rather than to represent the atti-
tude of a trustor towards trustee. Although the model
is claimed to simulate some important elements of
mammal’s neural mechanisms (the dopamine pro-
duction, higher order conditioning), it ignores other
trust-related phenomena, particularly at the social-
interaction level, like task dependency, the evaluation
of benevolence and integrity of trustee, etc. Fung et

al. also (Fung et al., 2022) present a model of trust
for reinforcement learning-based multi agent system.
Their model aims at representing the mechanism of
finding consensus between agents. Their trust model
is also quite oversimplified: there is a binary relation
of trust between agents (trust/ not trust), and it lacks
any in depth analysis of the nature of the phenomenon
trust.

3 THE COMPLEX NATURE OF
TRUSTWORTHINESS

Studying the most cited definitions and theories con-
cerning the trust relations, learn us that despite the
tendency to express Trust as a number or a boolean,
Trust and Trustworthiness are in fact complex con-
cepts, based upon some primitives. In this sec-
tion we will discuss some of the primitives (con-
cepts/dimensions) suggested in literature.

Let’s start with the definition that can be found in
the Merriam-Webster Dictionary that defines trust as:
assured reliance on the character, ability, strength, or
truth of someone or something, but there are a number
of other definitions.

Castelfranchi and Falcone (Castelfranchi and Fal-
cone, 2010) strictly distinguish between trust and
trustworthiness: trust is a property of the trustor (to-
wards a trustee), while trustworthiness is a property
of the trustee. The stance of Castelfranchi and Fal-
cone however, is not unproblematic, as while being a
property of the trustee that property is attributed by
the trustor, making it a subjective concept. Trust-
worthiness could be misplaced by a wrong evalua-
tion (belief) of trustworthiness in the trustor’s mind.
Trustworthiness in their model remains to be a sub-
jective as well as a relational concept, i.e. the trust-
worthiness of a person does not only depend on that
person but also on the person they have a relation-
ship with. According to Castelfranchi and Falcone,
Trust is built on the basis of Trustworthiness, but it
also depends on the personality of the Trustor, the
plausibility gap (presence or lack of evidence), etc.
Some other authors (see e.g. (Mayer et al., 1995))
point out some key components of trustworthiness:
competence, benevolence, and integrity. Others, like
McKnight et al. (Mcknight et al., 2011) distinguish
competence, benevolence, and predictability (of be-
haviour). Following that, (Castelfranchi and Falcone,
2010) decompose competence into two dimensions:
the evaluation of skills and know-how (knowledge of
recipes, techniques, etc), while the concept of will-
ingness (which can be interpreted as benevolence) is
represented by concern or certainty of adoption and
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persistence.
Meyer et. al. (Mayer et al., 1995) introduce

a specific architecture of trust in which factors of
perceived trustworthiness (competence, benevolence,
and integrity) along with the trustor’s propensity build
trust. Delijoo (Delijoo, 2021) extended this model
by adding the influence of context both on the eval-
uation of trustworthiness and the general decision of
trust. In this paper, we have extended this model
and incorporate it into a more general architecture of
agents. Castelfranchi and Falcone (Castelfranchi and
Falcone, 2010) distinguish three ’levels of trust’: trust
as mental attitude, trust as decision, and trust as ac-
tion. Although we agree that trust is related to the
mental attitude of the trustor, and impacts the trustor’s
decision-making and selection actions, these concepts
should not be conflated.

Many authors (Castelfranchi and Falcone, 2010;
Mayer et al., 1995; Delijoo, 2021) emphasize that the
evaluation of the trustee’s trustworthiness is a mental
process internal to the trustor.

Most of the papers devoted to modeling of trust in
MAS focus on the problem of trust building: how in-
teraction with other agents influences trust (e.g. (Deli-
joo, 2021; Sapienza et al., 2022)) without an in-depth
discussion of the meaning of particular components
of trust and trustworthiness and their relationships.

Following the above, we focus on a foundational
conceptual and formal model of the trustworthiness
components and show how that can be used for static
trust evaluation. We leave the discussion and formal
description of the mechanisms for dynamic trustwor-
thiness evaluation for another time.

In the model presented in this paper, like (Mayer
et al., 1995; Delijoo, 2021) the concept trustworthi-
ness is build upon three more fundamental concepts:

1. competence

2. benevolence

3. integrity

Below we present definitions of these concepts.

3.1 Competence

Competence, also referred to as ability, is one of the
components of trustworthiness. Competence is the
potential ability of a trustee to efficiently perform a
given task (Delijoo, 2021). Competence is usually do-
main specific, i.e. a trustee can be competent in one
specific domain, but incompetent in another (Poon,
2013). For example, a trustee can be considerably
competent in a technical domain but have little social
competence. Competence is not a fundamental con-
cept itself as it depends on many other concepts in-

cluding individuals’ mental (e.g. personal values and
attitudes) and physical characteristics, knowledge and
interpersonal skills, amongst others (Delijoo, 2021;
Minza, 2019).

For a trustee to be evaluated as competent three
main components are needed. The trustee needs a cer-
tain set of skills, knowledge and resources within the
specific performance domain (Poon, 2013) (Hender-
son and Cockburn, 1994). Resources are assets which
the trustee possesses or has access to. This can be
seen as binary, the trustee either has the assets or does
not have them. Examples include having access to a
working vehicle or being of legal age. Knowledge and
skills however, are components of competence which
can be acquired by education and experience and can
gradually improve. Knowledge does not only entail
knowledge within the specific performance domain
but also having knowledge of the scope and limits of
the task, and being able to come up with an adequate
plan to perform the given task (Ruokonen, 2013).

3.2 Benevolence

In (Mayer et al., 1995) benevolence is defined as: The
extent to which a trustee is believed to want to do good
to the trustor, aside from an egocentric profit motive.
Benevolence in (Mcknight et al., 2011) is defined as
the attitude in which: One cares about the welfare of
the other person and is therefore motivated to act in
the other person’s interest....does not act opportunis-
tically toward the other... Both of the above defini-
tions represent similar points of view in which the key
is to do good things for the trustor even though it is not
necessary perfectly beneficial to the trustee. In terms
of trust in machines, (Mcknight et al., 2011) do not
use the term benevolence, but its authors substitute it
by helpfulness: The belief that the specific technology
provides adequate and responsive help for users.

3.3 Integrity

The definition of integrity in the context of trustwor-
thiness is relatively consistent across various studies.
Following (Barki et al., 2015; Mayer and Davis, 1999;
McFall, 1987), our definition of integrity is: Integrity
is the perceived adherence of an individual (trustee)
to a consistent set of perceived principles, which are
recognized and valued by the trustor.
Integrity involves maintaining these principles con-
sistently, even in the face of challenges, temptations,
or potential personal loss. This adherence must be
recognized as being unwavering for reasons deemed
right by the trustor, irrespective of whether these prin-
ciples are universally accepted or approved.
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4 A FORMAL CONCEPTUAL
MODEL OF
TRUSTWORTHINESS

In this section we present our formal conceptual
model of trustworthiness that is based on the notions
presented in the previous section. First we will for-
malise competence, then benevolence and last but not
least integrity.

4.1 Model of Competence

In pursuit of a widely applicable formalisation, the
competence of an agent will be determined by es-
timating the knowledge, skills and resources of the
agent.

It is important to notice that, in order to keep the
model at the sufficient level of generality, we do not
discuss the representation of concrete skills, knowl-
edge, or resources. Practical implementations would
require a concrete, domain dependent, mechanism
testing the concrete trustees’ skills, knowledge, and
resources (e.g. whether the trustee can drive a car).

In some models, competence is assumed to be a
binary concept. An agent is deemed competent only
if it possesses the requisite knowledge, skills, and re-
sources. Knowledge and skills can gradually improve
over time. These two components of competence can
therefore be represented as a value on a scale from 0
to 1 and tranformed to binary (if necessary) with the
use of thresholds. Resources can be represented as a
boolean or a value on a scale from 0 to 1, similar to
knowledge and skills.

With respect to representing knowledge, skills and
resources, we have to choose between two options. If
can either represent all of them as booleans, which
would simplify our model and consequently the eval-
uation function, or we could express them as value
(we suggest one between 0 and 1). In that case we
could use a threshold function, i.e. a function that
maps the values of knowledge, skills and resources to
a boolean value representing the trustee to be consid-
ered competent or not. The trustor can then choose
a certain threshold function for which it deems the
knowledge or skills of the trustee sufficient for the
task at hand.

If we consider that a task may be build out
of smaller sub-tasks, we also have to slice the
competence evaluation function in smaller pieces.
The overall Competence of a trustee will thus be
evaluated as a chain, consisting of the evaluation of
the competence for every sub-task. These (sub-)tasks
are typically part of a plan of the trustor, that he/she
has in mind to be executed by the trustee. Hence in

the formalisation we represent the Goals and their
connected sub-plans for that goal, rather than task.
Let’s assume that an agent, based on its observations
and some utility function will select or construct a
plan, from a set of plans, each consisting of some
sub-plans that may, if completed successfully, results
in achieving its goal. In this paper we leave the plan
selection for what it is, as we focus on the reliance on
other agents to perform certain sub-tasks.

Let:
• A = {aT ,ap,aq, ...} be a set of agents. Suppose

that Agent aT is a trustor and ap is a trustee then,

• Pap = {SP1
ap ,SP2

ap , ...,SPn
ap} be the plan of agent

aT to be executed by Trustee ap consisting of a
set of subplans that, when completed successfully,
achieve the goals that is supposed to be adopted
by agent ap. By P we denote a set of all plans 1

• Let gSP
aT

be a proposition representing an atomic
goal of a particular subplan SP of agent aT in a
particular moment of time. By GP

aT
we denote a

set of goals in plan P. G denotes a set of all goals2.
• C(ap,SPi

ap) be the competence of agent ap for
subplan SPi

ap

• ΘK(ap,SPi
ap), ΘS(ap,SPi

ap) and ΘR(ap,SPi
ap) be

functions returning the knowledge, skills, and re-
sources that agent ap have for subplan SPi

ap

• TK(aT ,SPi
ap), TS(aT ,SPi

ap), and TR(aT ,SPi
ap)

represent the thresholds of knowledge, skills and
resources deemed necessary by trustor aT for
subplan SPi

ap

Typically the agent that depends on other agents to
execute its plan, will select some sub-plans to be ex-
ecuted to collaborators. We leave out the description
for distribution of those sub-tasks over such collabo-
rators here. The plan in the next part of our formali-
sation is the plan the agent (Trustor) has in mind for
the collaborating agent (Trustee).
Definition 1. Agent ap (trustee) will be competent to

fulfill a plan Pap which brings about goal G
Pap
aT for

agent aT (trustor) if:

∀SPi
ap∈Pap

(C(ap,SPi
ap))→C(ap,G

Pap
aT ) (1)

1Note that we do not present a mechanism of a plan gen-
eration (such a mechanism is already implemented in ASC2
(Mohajeri Parizi et al., 2020)), but a mechanism which can
control whether a given plan is acceptable for a trustee.

2Note that one plan may satisfy multiple goals and dif-
ferent plans may achieve the same goals, perhaps at differ-
ent costs
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when

ΘK(ap,SPi
ap)≥ TK(aT ,SPi

ap)∧

ΘS(ap,SPi
ap)≥ TS(aT ,SPi

ap)∧

ΘR(ap,SPi
ap)≥ TR(aT ,SPi

ap)→C(ap,SPi
ap) (2)

Formula 1 can be read as agent ap is deemed com-
petent by the trustor for the goal GP

aT
, if agent ap is

competent for all the subplans of which the goal GP
aT

consists. Formula 2 can be read as agent ap is deemed
competent by the trustor for subplan SPi

ap if agent ap

has enough knowledge, skills and resources for the
subplan, i.e. that all values for Knowledge, Skills and
Resources are beyond the given thresholds.

4.2 The Model of Benevolence

We are going to use values as the central concept al-
lowing for representation of the agents’ goals. The
concept of value used in our model was as introduced
in (Zurek, 2017) and later developed in (Wyner and
Zurek, 2024), where value is defined as an abstract
(trans-situational) concept which allows for the esti-
mation of a particular state of affairs and influences
one’s behavior. The key assumption is that every goal,
understood as particular state of affairs to be reached,
satisfies (promotes or demotes) some values to a cer-
tain extent. Therefore, the comparison between goals
will be based on the levels of satisfaction of values
(The initial version of the model of benevolence was
introduced in (Zurek et al., 2025)). Moreover, since
our model is constructed to be implemented with an
AS2/AgentSpeak framework which allows for build-
ing complex plans including a number of recursively
invoked goals, we assume that there is also the possi-
bility to evaluate a whole plan including a number of
goals. In order to make such a comparison, we intro-
duce basic concepts:

• Suppose a set of values: V = {va,vb,vc, ...}.

• Let Φ : A×V ×2G → ⟨0;1) be a function return-
ing the level of satisfaction of value from set V
by a subset of G in the eyes of a given agent.
For example, by Φva(ap,{gSPi

ap ,g
SP2
ap }) = 0.5 we

denote that the joint level of satisfaction of value
va by goals gSP1

ap ,gSP2
ap in the eyes of agent ap is

0.5. If a particular plan Pap results in achiev-

ing two goals gSP1
ap ,gSP2

ap , then Φva(ap,G
Pap
ap ) =

Φva(ap,{gS
ap ,g

T
ap}).

• We say that a new plan P′
ap of agent ap demotes

value va w.r.t. initial plan Pap if

Φva(ap,G
P′

ap
ap )< Φva(ap,G

Pap
aq ), is neutral w.r.t. va

if Φva(ap,G
P′

ap
aq )=Φva(ap,G

Pap
aq ), and promotes va

otherwise.

What is important here is that the agent (trustee)
may have a different attitude towards values; some
of them are not of great importance and they can be
easy sacrificed, while some of them are crucial for the
agent and he is not going to demote them. This leads
to the conclusion that a trustee’s willingness to de-
mote his goals, in order to support the trustor’s ones,
is the matter of the possibility to demote a set of val-
ues, each of which can have different threshold. On
the basis of the above:

Definition 2. Let Γ : A×V →⟨0;1) be a function rep-
resenting benevolence for every agent it returns the
maximal acceptable levels of the demotion of values’
from set V w.r.t initial goal of an agent a ∈ A

Since our work aims at evaluating trustworthi-
ness, we should not evaluate the actual benevolence
of a trustee if possible at all, but rather the perceived
benevolence in a trustor’s mind. Therefore, we will
index the Γ function w.r.t. the agent (trustor) who
make the benevolence evaluation. By ΓaT (ap,vm) we
denote the evaluation of benevolence of agent ap w.r.t.
value vm made by agent aT .

A trustor assumes that a trustee can accept a new
goal only if for every value, a new goal does not de-
mote the value to a higher extent than the benevolence
level allows.

Definition 3. Let G
Pap
ap be a set of goals of a initial

plan of agent ap. A new plan PN
ap which fulfills goal

G
PN

ap
ap will be acceptable for agent ap and agent ap will

be sufficiently benevolent for adopting this plan in a
view of trustor aT , which we denote by BEN(ap,PN

ap)

if:

∀vx∈V (Φvx(ap,G
Pap
aq )< (ΓaT (ap,vx)+

Φvx(ap,G
PN

ap
ap )))→ BEN(ap,PN

ap) (3)

The model introduced in this section allows for
finding which of the potential trustees are sufficiently
benevolent to fulfill the delegated task.

4.3 Model of Integrity

The concept integrity as defined before is build upon
two other concepts, principles and intentions. There-
fore we formalise Integrity as follows:
Let PR represent the set of these principles. Although
it lacks a common understanding what principles are
in literature (Dworkin, 1978; Alexy, 2003), undoubt-
edly, they are something more generic than usually
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more specific rules. In this paper we adhere to the
concept principle as presented in (Zurek et al., 2022),
where a principle is represented as a minimal ac-
ceptable level of satisfaction of a particular (societal)
value.

The trustor may assume adherence to a number of
principles and the strength of that adherence can be
expressed as a value between 0 and 1, where 0 means
no adherence and 1 fully adhering to the principle.

The distance between the perceived principles and
the perceived intentions, D, is calculated using a Eu-
clidean distance formula, D(P).

To ensure that the distance is always normalized
between 0 and 1, it is divided by the maximum pos-
sible distance, Dmax, which represents the maximum
Euclidean distance between any two points. This nor-
malization produces Dnormalized .

Finally, the adherence to the trustor’s principles
or integrity, α, is defined as 1 minus this normalized
distance. Therefore, an integrity score close to 1 indi-
cates high adherence to the Trustor’s principles, while
a score close to 0 indicates low adherence. This way,
integrity is mathematically represented as the inverse
of the normalized distance between the set of princi-
ples that are not in conflict with their set of intentions.
Let:

• D be a variable representing distance;

• PRaT = {praaT
, prbaT

, . . . , prnaT
} be a set of prin-

ciples that are deemed acceptable by the trustor;

• Following (Zurek et al., 2022), we assume that
principle can be expressed by a desired level
of satisfaction of a values. By V (PRaT ) =
{va(praaT

), vb(prbaT
), . . . , vn(prnaT

)} we denote
a set of desirable, for a trustor, levels of satisfac-
tion of values. There may be some tension for
an agent adhering to some principles that result in
promoting some (societal) values and the extend
to which accomplishing some (sub) goals promote
them. We express this by a Tension function, that
can be interpreted as the inverse of integrity:
T ap

a = va(praaT
)−Φva(ap,G

Pap
ap );

• Let T ap be a set of all T ap
a of agent ap;

Dmax is maximum possible Euclidean distance be-
tween any two points in an n-dimensional space
(where n is a number of values), where each dimen-
sion’s range is from 0 to 1:

Dmax =
n

∑
k=1

1 (4)

D(T ap) is the Euclidean distance between two points
indicating the relevance of the concordant principle:

D(T ap) =

√
n

∑
k=1

(T ap
k )2 (5)

This normalization ensures that Dnormalized is always
between 0 and 1.

Dnormalized =
D(V (PR))

Dmax
(6)

This inversion converts the distance to a similarity
score: a value close to 1 indicates low distance (high
similarity or adherence), and a value close to 0 indi-
cates high distance (low similarity or adherence). On
the basis of the above we may define the formal rep-
resentation of integrity:

Definition 4. The assumed Integrity of agent ap (the
trustee) by agent aT is expressed as:

Iap = 1−D(T ap) (7)

If by TI(aT ,Pap) we assume the trustor’s threshold
for acceptable integrity of potential trustee, then:

Definition 5. Trustor aT will perceive potential
trustee ap as satisfactory integer for fulfilling plan
Pap , which we denote by I(ap,Pap) if:

Iap ≥ TI(aT ,Pap)→ I(ap,Pap) (8)

In other words, trustee will be perceived as integer
if the distance of values of trustor and trustee will be
less than certain threshold.

4.4 Evaluation of Trustworthiness

In this section we integrate the above models to intro-
duce the joint evaluation of trustworthiness. Although
we are going to join the above models together, we
are not going to boil everything down to one num-
ber. In our opinion, decision whom to trust, takes into
consideration the evaluation of all the components of
trustworthiness independently.

On the basis of such an intuition we assume that
the evaluation of trustworthiness should be repre-
sented by all the components of trustworthiness:

Definition 6. The trustworthiness of agent ap in the
eyes of trustor aT can be represented as triple:

T RaT
ap = ⟨C(ap,G

Pap
aT ),BEN(ap,Pap), I(ap,Pap)⟩ (9)

4.5 Experimental Implementation

We model intentional agents via the belief-desire-
intention (BDI) model (Rao and Georgeff, 1995).
In practice, BDI agents also include concepts of
goals and plans. Goals are concrete desires, plans
are abstract specifications for achieving a goal,
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and intentions then become commitments towards
plans. Our implementation was made with the
use of AgentScript/ASC2 (Mohajeri Parizi et al.,
2020) language. The implementation with the de-
scription of the example scenario can be found
on the project’s github: https://github.com/basten-
leeftink/PaperTrustworthiness/.

5 DISCUSSION AND
CONCLUSIONS

Trust is considered as one of the most important ele-
ments shaping the modern society. Our project aims
at exploring the nature of trust by reproducing the
the real social relations between agents within Multi-
Agent system. In order to fulfill the aim, we have to
model and implement all the necessary components of
trust into MAS agent both on the micro level of single
agent and macro level of the society of agents. In this
paper we focused on the representation of the trust-
worthiness of a potential trustee. Our main contribu-
tion is in extending, clarifying, and modeling the con-
cept of trustworthiness for MAS. In most of the exist-
ing models (e.g (Delijoo, 2021; Sapienza et al., 2022))
trustworthiness and trust is represented by a number.
In our opinion, these terms has much more complex
character, and to represent trustworthiness in a more
accurate way, we decomposed this into its three main
dimensions: competence, benevolence, and Integrity.

Following BDI architecture, plans of agents are
recursively divided into subplans. Every agent to be
satisfactory competent to perform a delegated plan
must be satisfactory competent for every subplan. In
order to represent this concept we divided the con-
cept of competence into its sub-components: knowl-
edge, skills, and resources and introduced the trustor’s
thresholds for each of these sub-concepts. These
thresholds represent the least acceptable level of each
of these concepts.

Our key observation concerning benevolence is
that it should be presented in the light of the agent’s
(trustee’s) goal: how much he/she can sacrifice with
respect to his/her initial plans. In order to do that,
we introduce the notion of goal and values as a back-
ground of the agent’s goal. In our work we adopt the
concept of goal from (Zurek, 2017; Wyner and Zurek,
2023) in which goal is represented by a set of the lev-
els of satisfaction of different values. On the basis
of that, we can also observe that the agent may have
different willingness to sacrifice different values. Fol-
lowing that, our model assumes that benevolence of
an agent can be understood as a set of levels of the
acceptable (for a given agent) demotion of different

values.
The concept of integrity is particularly interest-

ing. Similar to benevolence, we use values to rep-
resent agent’s integrity. We are using a weighted in-
verted Euclidean distance formula. The intuition is
that understood as a distance between values of trustor
and trustee. This paper has shown how the values of
trustee can be quantified and compared against a set
of predefined principles of trustor.

One of the most important element of our trust-
worthiness model is that we do not reduce everything
to a single value, but since trustworthiness is a mul-
tidimensional concept, we assume that it is expressed
by a tuple of its three main components. For the sake
of this paper we assumed that each component has
a binary character (trustee is either competent or not,
benevolent or not, etc.) but for more complex decision
making processes, competence and integrity can be
represented without thresholds just as the levels sat-
isfaction of these parameters. Such an assumption of
the multidimensional character of trustworthiness al-
lows for much more informed decision of the agent
on one hand (different types of delegations and ac-
tions put a different role importance on every com-
ponent), and allows for placing trust on the agents
which are not fully trustworthy (what often happens
in a real life situations) on the other hand. Note that
the separation of the trustworthiness model from the
decision making process, allows for using our model
in various types of decision making mechanism (in-
cluding knowkedge-base as well as machine-learning
paradigm)

One of the aims of our project, was to keep the
model flexible enough to be implemented in various
systems with different purposes, including research
on trust or the research on socio-technical normative
systems. In order to fulfil this requirement, the model
has been created in a modular way, by which we mean
that each part can be implemented separately (for ex-
ample, only benevolence without competence and in-
tegrity evaluation). Moreover, it can be used for a bi-
nary evaluation (someone is either trustworthy or not)
or for a gradual one (competence or integrity can be
represented as a number). Such a construction of the
model, gives flexibility necessary for different tasks.

Although our model is, to our knowledge, the
most comprehensive representation of trustworthiness
evaluation (see section 3 for deeper discussion), it still
has some limitations. For example, it does not take
into consideration personal sympathies of a trustor.
This is, however, a matter of balance between com-
plexity and efficiency. More complex models require
much more background knowledge and data, and are
significantly more computationally demanding.
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Future research will include modelling the dy-
namics of the trustworthiness evaluation, in particular
the mechanisms of the influence of external signals,
like experience or communication with other agents,
on the changes of the evaluation of potential trustees
trustworthiness. This will be a basis of the design of
the decision making mechanism (who to trust?) and
the experimental verification of our model.
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