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Abstract: In Cybersecurity, the Rise of Machine Learning (ML) Based Security Solutions Has Led to a New Era of 
Defense Against Evolving Threats, with Intrusion Detection (ID) Systems at the Forefront. However, the 
Effectiveness of These Systems Is Profoundly Influenced by the Quality and Relevance of the Input Features. 
the Presence of Redundant Features Can Compromise Their Performance, Making Feature Selection (FS) a 
Crucial Step in Optimizing ID Solutions. This Paper Uses the Reptile Search Algorithm (RSA) as a Powerful 
FS Method. It Offers a Gradient-Free Approach, Avoiding Local Optima and Enabling Global Optimization. 
Comparative Analysis Using Five Freely Available ID Datasets and Benchmarked Against Several Methods 
Validated Superior Performance of the RSA for ID. 

1 INTRODUCTION 

The deployment of Internet of Things (IoT), 
information technology and operational environments 
have given rise to new cybersecurity risks. These risks 
threaten the security of operational ecosystems, safety, 
and efficiency, posing a danger to physical and 
financial wellbeing (Yadav,2023). The growth of 
cyber-attacks threat affects businesses, social 
networks, digital privacy, and precarious 
infrastructure. ID systems play a crucial role in 
enhancing the security of IT infrastructures. They are 
effective in detecting and countering attacks, 
providing protection against intrusive hackers 
(Khan,2020).  

An intrusion is characterized as unexpected 
activities that can harm the confidentiality, integrity, 
and availability of the network. To detect anomalies, 
IDs analyze network traffic and packet header fields 
to identify unusual patterns, thereby preventing or 
minimizing damage to the network or system 
(Alsoufi,2021). The primary goal of an IDs is to 
identify and avert unauthorized use and both any kind 
of network intrusions, hence boosting the overall 
security of the network. 

IDs are typically deployed on network nodes or 
hosts and use a combination of signature-based and 
anomaly-based detection techniques. Signature-based 

detection involves comparing network traffic or 
system activity against a database of known attack 
patterns or signatures (Khraisat,2019). Anomaly-
based detection involves analysing network traffic or 
system activity to identify behaviours that deviate 
from normal patterns. IDs can be classified into two 
types: Network-based Intrusion Detection Systems 
(NIDS) and Host-based Intrusion Detection Systems 
(HIDS). NIDS analyse network traffic and look for 
patterns that indicate an intrusion attempt, while HIDS 
analyse activity on individual hosts, such as system 
calls and file access patterns.  

ML is a subset of artificial intelligence that 
involves training algorithms to analyse and learn from 
data. ML algorithms can be used to classify data, make 
predictions, and identify patterns in large datasets 
[(Liu,2019), (Al-Khateeb,2021)]. These techniques 
are particularly useful for solving problems, where the 
solution is not well-defined or where there may be a 
large number of variables to consider.  FS methods 
aim to exclude features that are unrelated and 
redundant while retaining the salient ones. This 
process not only enhances overall performance but 
also reduces data dimensionality, resulting in a lower 
cost of classification by decreasing the training time 
required to build less complex ML models (Al-
Shourbaji,2023). On the other hand, using all features 
in the model increases computational overhead, 
training and testing times, storage requirements, and 
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error rate of ML model due to irrelevant features 
confusing with the relevant ones. 

Metaheuristic (MH) algorithm, also known as a 
MH optimization algorithm, is a general FS 
algorithmic framework that can be used to find 
optimal solutions in a wide range of problem domains 
(Fong,2016). These algorithms are designed to solve 
complex optimization problems, where traditional 
approaches may be insufficient. They are typically 
inspired by natural processes like evolution, swarm 
behaviour, and other complex systems (Xu,2014). 
They use these models to develop search strategies 
that can efficiently navigate complex search spaces, 
avoiding local optima and finding globally optimal 
solutions. One of the key advantages of MH 
algorithms is that they are very flexible and can be 
adapted to solve a wide range of problems. They are 
also often faster and more efficient than traditional 
optimization techniques, making them an attractive 
option for large-scale optimization problems.  

Some popular examples of MH algorithms 
include, genetic algorithms, Particle Swarm 
Optimization (PSO) (Kennedy,1995), Grey Wolf 
Optimization (GWO) (Mirjalili,2014), Multi-Verse 
Optimizer (MVO) (Mirjalili,2016), Remora 
Optimization Algorithm (ROA) (Jia,2021), genetic 
algorithm (Holland,1992) and many others. These 
algorithms have been successfully applied to a diverse 
range of fields, including engineering, finance, 
operations research, and many others.  Recently, 
Reptile Search Algorithm (RSA) (Abualigah,2022), 
shows a great potential as a FS method and it can pick 
Optimal Feature Subset (OFS) effectively. This paper 
aims to investigate FS method using RSA for ID. To 
assess RSA's capabilities in determining OFS, five 
publicly available ID datasets and various quantitative 
evaluation measures are used. Four FS methods, PSO, 
GWO, MVO, and ROA, are implemented to compare 
RSA's efficiency in ID system.  

The organization of remaining paper is as follows: 
Section 2, briefly describes the RSA and datasets used. 
Section 3, describes evaluations measurements to 
evaluate RSA method. Section 4 discusses the 
experimental analysis and results. Section 5 concludes 
the paper.  

2 METHODS AND MATERIALS 

2.1 Reptile Search Algorithm (RSA) 

RSA is a new method inspired by the hunting 
behaviour of Crocodiles proposed by 
(Abualigah,2022) in 2022. A set of candidate N 

crocodiles 𝑥௜,௝  each having random position in the 
search space are initialized as follows: 𝑥௜,௝ = 𝑟𝑎𝑛𝑑∈௎(଴,ଵ) ∗ ൫𝑈𝐵௝ − 𝐿𝐵௝൯ + 𝐿𝐵௝     𝑖∈ {1, … , 𝑁 } 𝑎𝑛𝑑 𝑗∈ {1, … , 𝑀} 

(1)

where 𝐿𝐵௝  and 𝑈𝐵௝  are the lowest and highest 
values of the 𝑗𝑡ℎ  feature, 𝑟𝑎𝑛𝑑∈௎(଴,ଵ)  generates a 
number randomly in the range [0, 1] following a 
uniform distribution, and M is feature dimensionality 
in the dataset. 

For crocodile food search, two distinct strategies, 
exploration and exploitation, are employed. These 
strategies are sequentially implemented over four 
stages within the maximum iteration limit. In the 
initial half of these stages, the algorithm leverages the 
crocodile's encircling behaviour, incorporating both 
high and belly walking movements, to facilitate search 
space exploration. It can be formulated as: 𝑥௜,௝(𝑔 + 1)

= ൞ൣ−𝑛௜,௝(𝑔) . 𝛾 . 𝐵𝑒𝑠𝑡௝(𝑔)൧ − ൣ𝑟𝑎𝑛𝑑∈ሾଵ,ேሿ . 𝑅௜,௝(𝑔)൧,   𝑔 ≤ 𝑇4 𝐸𝑆(𝑔) . 𝐵𝑒𝑠𝑡௝(𝑔) . 𝑥൫௥௔௡ௗ∈ሾభ,ಿሿ,௝൯,    𝑔 ≤ 2𝑇4  𝑎𝑛𝑑 𝑔 > 𝑇4  (2)

where, for 𝑔𝑡ℎ iteration, the best position for 𝑔𝑡ℎ 
feature is 𝐵𝑒𝑠𝑡௝(𝑔) , the hunting operator 𝑛௜,௝  is 
calculated as in Eq. (3), and the parameter for 
Evolutionary Sense 𝐸𝑆(𝑔) is calculated as in Eq. (7). 
ES parameter decreases over the iterations between 2 
to −2. Finally, the exploration accuracy is controlled 
by setting parameter 𝛾  as 0.1. The search region is 
continuously decreased by parameter 𝑅௜,௝, calculated 
as in Eq. (6). A crocodile is randomly selected by 𝑟𝑎𝑛𝑑∈ሾଵ,ேሿ to update position towards best position. 𝑛௜,௝ = 𝐵𝑒𝑠𝑡௝(𝑔)  × 𝑃௜,௝ (3)

The normalized difference 𝑃௜,௝  between 𝑖𝑡ℎ 
crocodile's the 𝑖𝑡ℎ  feature position and crocodile's 
average position. It is computed as: 𝑃௜,௝ = 𝜃 + 𝑥௜,௝ − 𝜇(𝑥௜)𝐵𝑒𝑠𝑡௝(𝑔) × ൫𝑈𝐵௝ − 𝐿𝐵௝൯ + 𝜖 (4)

where the sensitive of the exploration is controlled 
by the parameter 𝜃, while 𝜖 maintains the floor value.  

𝜇(𝑥௜) = 1𝑛 ෍ 𝑥௜,௝௡
௝ୀଵ  (5)

𝑅௜,௝ = 𝐵𝑒𝑠𝑡௝(𝑔) − 𝑥(௥௔௡ௗ∈ሾభ,ಿሿ,௝)𝐵𝑒𝑠𝑡௝(𝑔) + 𝜖  (6)

𝐸𝑆(𝑔) = 2 × 𝑟𝑎𝑛𝑑∈{ିଵ,ଵ} × ൬1 − 1𝑇൰ (7)

ICAART 2025 - 17th International Conference on Agents and Artificial Intelligence

640



where the value 2 acts as a multiplier to provide 
correlation values in the range of [0, 2], and 𝑟𝑎𝑛𝑑∈{ିଵ,ଵ} is a random integer between [−1, 1]. 

The search space is completely exploited by 
implementing hunting coordination and cooperation 
of crocodiles. It can be formulated as: 𝑥௜,௝(𝑔 + 1)
= ൞ 𝑟𝑎𝑛𝑑∈ሾିଵ,ଵሿ . 𝐵𝑒𝑠𝑡௝(𝑔) . 𝑃௜,௝(𝑔),                  𝑔 ≤ 3𝑇4  𝑎𝑛𝑑 𝑔 > 2𝑇4 ൣ𝜖 . 𝐵𝑒𝑠𝑡௝(𝑔) . 𝑛௜,௝(𝑔)൧ − ൣ𝑟𝑎𝑛𝑑∈ሾିଵ,ଵሿ . 𝑅௜,௝(𝑔)൧, 𝑔 ≤ 𝑇  𝑎𝑛𝑑 𝑔 > 3𝑇4 (8)

2.2 Datasets 

Five openly available datasets commonly utilized for 
intrusion detection (ID) assessment are chosen to 
evaluate the efficiency of MH algorithms. These 
datasets, widely acknowledged in the ID community 
[(Z. Elgamal,2022), (S. Ekinci and D. Izci,2022)], 
encompass Knowledge Discovery and Data Mining 
Cup 1999 (KDD-CUP99) (M. Tavallaee,2009), 
Network Security Laboratory KDD (NSL-KDD) (S. 
Sapre,2019), University of New South Wales - 
Network-Based 15 (UNSW-NB15) (A. Shiravi,2012), 
Canadian Institute for Cybersecurity - Intrusion 
Detection Evaluation Dataset 2017 (CIC-IDS2017) 
and CIC-IDS2018 (I. Sharafaldin,2018).  

Table 1 provides a detailed overview of these 
datasets, including their source papers, feature counts, 
and sample sizes. These characteristics are essential 
for understanding the dataset's complexity and scale, 
which are critical factors in assessing intrusion 
detection techniques. Due to the computational 
demands of iterative FS methods such as MH, FS is 
evaluated using 10% examples of each ID dataset. 
Importantly, this subsampling retains the original 
balance between normal activities and network 
attacks, ensuring a representative assessment of MH 
algorithms' performance. 

Table 1: Characteristics of intrusion detection datasets. 

Dataset Source No. of 
features 

No. of 
samples

KDD-
CUP99 

(M. Tavallaee,2009) 43 494,020 

NSL-KDD (S. Sapre,2019) 43 125,973 

UNSW-
NB15 

(A. Shiravi,2012) 49 540,044  

CIC-
IDS2017 

(I. Sharafaldin,2018) 78 2,827,87
6 

CIC-
IDS2018 

(I. Sharafaldin,2018) 80 1,048,57
5 

 
 
 

3 EVALUATION METRICS 

Intrusion detection using reduced features generated 
by MH algorithms can be trained by ML models. 
These models can be assessed using various 
evaluation measures are used to determine how well 
an ID system is performing. Some commonly used 
evaluation measures in the context of ID are as 
follows: 

True Positive (TP): It represents the number of 
instances where the ID system correctly identified an 
intrusion or attack. 

True Negative (TN): It represents the number of 
instances where the system correctly identified non-
intrusive or normal network behaviour. 

False Positive (FP): It occurs when the system 
incorrectly flags normal network behaviour as an 
intrusion or attack. 

False Negative (FN): It occurs when the system 
fails to detect an actual intrusion or attack, labelling it 
as normal behaviour. 

Using these basic metrics, you can calculate the 
following evaluation measures: 

Accuracy (AC): Accuracy measures of the overall 
correctness of the ID system and is calculated as 
follows: 𝐴𝐶 = 𝑇𝑃 + 𝑇𝑁𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃 (9)

ID system, achieving a balance between P and R is 
crucial. A high P indicates that when the system flags 
an event as an intrusion, it is highly likely to be 
accurate. A high R indicates that the system is 
effective at detecting most of the actual intrusions. 
Depending on the specific requirements and priorities 
of the ID system, different evaluation measures may 
be emphasized. 

4 EXPERIMENTAL RESULTS 

Evaluation of RSA's ability for identifying OFS is 
conducted using five intrusion detection datasets, 
comparing its performance with other MH algorithms, 
including PSO (Kennedy,1995), GWO 
(Mirjalili,2014), MVO (Mirjalili,2016), and ROA 
(Jia,2021). 

4.1 Experimental Setup 

For this study, we implemented all the methods in 
Python and executed them on a computer with an Intel 
i7 10th generation processor, 32 GB of RAM, and 
running the Windows 10 system. The parameter 
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configurations for MH algorithms are outlined in 
Table 2. These settings are used based on their original 
research papers. 

Table 2: Parameter settings for different MH algorithms. 

Method  Parameters  

Common 
settings  

Population size= 32, number of runs=20, & 
number of iterations=100 

PSO 𝑐ଵ = 𝑐ଶ = 2, 𝑤௠௜௡ = 0.1 and 𝑤௠௔௫= 0.9 

GWO 𝐶 = random in [0,2], 𝛼 & A decrease linearly 
in range [2, 0] & [1, -1] 

MVO 𝑊𝐸𝑃௠௔௫  = 1, 𝑊𝐸𝑃௠௜௡ = 0.2, 𝛼 decreases 
from 2 to 0 and p = 6 

ROA 𝑙𝑑=1 and 𝛽= 2 

RSA 𝛾 = 0.9, 𝜃 = 0.5, UB & LB are vary based 
on the features in the dataset 

This setup ensures a fair and consistent evaluation of 
the RSA's performance in comparison to other MH 
algorithms across the all datasets. 

4.2 Results and Discussion 

Using the real-world datasets provided in Table 1, the 
ability of RSA in selecting salient features is assessed 
together with that of other MH methods. 

Table 3, presented the mean and standard deviation 
(STD) of fitness values of the RSA and other MH 
algorithms across the five datasets. It's evident that the 
RSA method was achieved the smallest average fitness 
in all five datasets, indicating superior optimization 
performance. The smallest STD values in all datasets 
indicated better stability than other MH algorithms. 
These results suggested that RSA was a competitive FS 
method, as it consistently produced best fitness values 
across all datasets, demonstrating its effectiveness in 
optimizing fitness in the context of FS. 

Table 4, provided mean and STD of the number of 
features selected by MH algorithms for the five 
datasets. RSA selected the fewest mean OFS for four 
datasets, indicating its efficiency in FS. In the case of 
KDD-CUP99, both ROA and RSA have same number 
of features in OFS. RSA exhibited the lowest STD of 
the number of OFS for three datasets, indicating 
greater stability of FS. In UNSW-NB15 dataset, MVO 
and RSA showed same STD while ROA and RSA 
shared the same STD for CIC-IDS2018 dataset. 
Finally, PSO had the lowest STD for CIC-IDS2017 
dataset. This analysis underscored RSA's 
effectiveness in selecting an OFS with lower 
variability, making it a strong contender in FS tasks 
across all datasets. 

Table 3: Fitness for all datasets of all MH algorithms. 

Datas
et 

Meas
ure 

Method 
PSO GW

O 
MV
O 

RO
A 

RSA 

KDD-
CUP9

9 

Mean 0.03
35

0.02
20 

0.01
99 

0.01
54 

0.00
94 

STD 0.00
96

0.00
93 

0.00
73 

0.00
78 

0.00
66 

NSL-
KDD 

Mean 0.06
02

0.07
46 

0.06
87 

0.06
12 

0.05
93 

STD 0.00
81

0.01
02 

0.00
92 

0.00
93 

0.00
88 

UNS
W-

NB15 

Mean 0.03
72

0.03
18 

0.03
54 

0.03
20 

0.03
08 

STD 0.00
75

0.00
57 

0.00
52 

0.00
71 

0.00
49 

CIC-
ID 

S201
7 

Mean 0.01
36

0.02
61 

0.02
50 

0.01
87 

0.01
31 

STD 0.00
60

0.00
84 

0.00
66 

0.00
90 

0.00
82 

CIC-
ID 

S201
8 

Mean 0.03
40

0.03
00 

0.04
02 

0.03
23 

0.03
03 

STD 0.00
72

0.00
94 

0.00
93 

0.00
91 

0.00
61 

Table 4: Number of OFS for all datasets of all MH 
algorithms. 

Dataset Measure 
Method 

PS
O

GW
O 

MV
O 

RO
A

RS
A

KDD-
CUP99 

Mean 40 35 41 22 22 
STD 5 9 6 7 3 

NSL-
KDD 

Mean 38 34 39 37 31 
STD 4 6 5 5 3 

UNSW-
NB15 

Mean 33 29 37 23 25

STD 10 9 4 6 4 

CIC-
IDS2017 

Mean 23 63 49 25 21 
STD 3 6 7 7 5 

CIC-
IDS2018 

Mean 45 49 71 55 43 
STD 10 10 9 8 8 

Table 5, compared mean and STD of accuracy of 
MH algorithms for the five datasets. The proposed 
RSA was outperformed the other MH methods, 
consistently achieving the largest average accuracy 
across four datasets. In terms of stability, the STD was 
lowest for the RSA for three datasets. This indicated 
that the ID systems with RSA as the FS method is 
highly stable and produces reliable results. In KDD-
CUP99 dataset, GWO was achieved the lowest 
accuracy STD, followed by RSA. In summary, It 
highlighted RSA's effectiveness in achieving both 
high mean accuracy and stability across different 
datasets. 

 

ICAART 2025 - 17th International Conference on Agents and Artificial Intelligence

642



Table 5: Accuracy for all datasets of all MH algorithms. 

Dataset Measure 
Method 

PSO GWO MVO ROA RSA 

KDD-
CUP99 

Mean 0.9756 0.986 0.9895 0.9957 0.9970

STD 0.0062 0.0061 0.0032 0.0039 0.0036

NSL-
KDD 

Mean 0.9481 0.9534 0.9398 0.9488 0.9528

STD 0.0059 0.1068 0.0065 0.0068 0.0052

UNSW-
NB15 

Mean 0.9702 0.9747 0.9729 0.9743 0.9753

STD 0.0051 0.0051 0.0056 0.0052 0.0134

CIC-
IDS2017 

Mean 0.9917 0.9884 0.9863 0.9906 0.9933

STD 0.0058 0.0052 0.0058 0.0055 0.0050

CIC-
IDS2018 

Mean 0.9762 0.9812 0.9761 0.9823 0.9842

STD 0.0173 0.0190 0.0184 0.0282 0.0072

In the comparative analysis of convergence 
depicted in Figure 1, after conducting 20 independent 
runs for each method as recommended by (Duraibi, 
2023), it becomes evident that the RSA method 
consistently outperforms the other MH algorithms 
across all five datasets. The RSA method was 
demonstrated superior convergence rates towards 
optimal solutions due to its capabilities to effectively 
explore search space and visiting new regions in the 
search area , underscoring its remarkable stability and 
effectiveness as a FS technique for ID. 

In Figure 2, we have a boxplot that displayed the 
performance of multiple MH algorithms across five 
different datasets. It visualized the distribution of 
accuracy across the lower, middle, and upper quartile 
ranges. This figure illustrated that the median 
accuracy achieved by the RSA algorithm surpasses 
that of the other MH algorithms for four datasets. In 
case of NSL-KDD dataset, median accuracy of GWO 
was slightly higher than RSA. Additionally, when 
considering the upper accuracy quartile, RSA 
outperformed the other algorithms in four out of the 
five datasets. 

 

 

 
(a) KDD-CUP99  

(b) NSL-KDD 

(c) UNSW-NB15 

(d) CIC-IDS2017 

(e) CIC-IDS2018 

Figure 1: Convergence behaviour of all MH algorithms for 
ID datasets. 
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(a) KDD-CUP99 

(b) NSL-KDD 

 
(c) UNSW-NB15 

(d) CIC-IDS2017 

(e) CIC-IDS2018 

Figure 2: Boxplots of accuracy of all MH algorithms for ID 
datasets. 

Finding the right number of features needed for the 
ML task is one of the main goals of an effective FS 
approach. This helps to avoid selecting either too 
many or too few features. In a FS process, for instance, 
picking too many features raises the possibility of 
including unnecessary or redundant features, which 
may result in a decline in prediction accuracy. 
However, the RSA considered that the number of OFS 
in their fitness function showed better performance, 
and the number of the selected features were fewer 
Exploration of the search space and exploitation of the 
best solutions found are two conflicting objectives that 
must be taken into account when using MH 
algorithms. From the results provided above, RSA 
demonstrated a better performance in balancing 
exploration and exploitation factors with better 
convergence speed as well. 

5 CONCLUSION AND FUTURE 
WORKS 

This study presented a robust and efficient FS method 
using RSA for enhancing the performance of security 
solutions, particularly in the domain of ID. RSA 
offered a gradient-free approach for ID and the 
capabilities to avoid in  getting trapped in local 
optima. RSA's efficacy was thoroughly examined and 
validated using five freely available ID datasets in the 
ID domain. Its performance was also rigorously 
compared against four other MH algorithms, 
including PSO, GWO, MVO, and ROA. The results 
demonstrated RSA's superiority, as it outperformed 
the other MH methods across various evaluation 
metrics, showcasing its capability to optimize feature 
subsets effectively. In future, we plan  to  apply RSA 
in other domains, including network attack detection 
and IoT security. Also for future consideration, RSA 
can be combined with another MH methods to boost 
its capability and produce a novel hybrid approach for 
solving complex identifications and classifications in 
ID. These developments may pave the way for the 
RSA to become a cornerstone method in security and 
optimization research.   
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