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Digital archives, especially audiovisual archives, often contain a large number of features of interest to digital
humanities scholars, including video, audio, metadata, and annotation data. These large and complex datasets
pose numerous challenges, such as how to get an overview of the overall data structure, how to identify
associations between relevant data features, and how to formulate hypotheses based on observations or elicit
new conceptualizations. To address these challenges, we propose a visualization tool SnakeTrees that allows
digital humanities scholars to explore audiovisual archives in a novel interactive way based on computational
grouping and similarity analysis provided by dimensionality reduction methods and clustering techniques.
The main goal of visualizing and exploring these abstract representations is to encourage the finding of new
concepts, discover new unexpected connections between different audiovisual elements, and engage users in
exploratory analysis. Our approach uses interactive visualization and computational hierarchical structures to
provide pre-configured groupings and categorizations that users can use as a basis for exploration and analysis.

1 INTRODUCTION

Computational methods are an integral part of
computer-assisted data analysis, particularly e.g. in
statistical surveys or digital humanities. What started
with basic statistical analysis and text processing
evolved into a field entailing a large diversity in both
the methods used in their applications as well as the
type of data. In fact, in the field of digital humani-
ties, computational methods have become a substan-
tial data analytics aspect (Ell and Hughes, 2013).
Digital archives, particularly audiovisual archives
and statistical surveys, often hold a large number
of feature vectors, metadata, as well as annotation
data. Typically, high-dimensional features are ex-
tracted from the raw input to facilitate classification,
identification, comparison, annotation, visualization,
and searching tasks based on user guidance. These
large and complex datasets present numerous chal-
lenges, such as how to gain an overview of the overall
data structure, how to identify associations between
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relevant data features, and how to formulate hypothe-
ses based on observations or elicit new conceptual-
izations. In this context, the use of efficient computer
assisted and visual data analysis approaches is a pow-
erful tool for supporting interactive explorative hy-
potheses finding and verification, comparative anal-
ysis, and idea generation.

In this paper, we introduce a visualization tool
SnakeTrees that allows digital humanities scholars,
film scholars, and digital humanities amateurs to
explore audiovisual archives in a novel interactive
way with the main goal of eliciting new conceptu-
alizations, discovering new unexpected connections
among different audiovisual elements, and engaging
users on the exploratory analysis. Our approach lever-
ages interactive visualization and computational hi-
erarchical structures to offer pre-configured grouping
and categorization, which users can employ as a foun-
dation for exploration and analysis.

Our solution allows users to get a quick overview
of the general feature distribution using a domain-
agnostic hierarchical structure that projects the high-
dimensional data into a lower-dimensional space and
clusters audiovisual elements using machine learning
techniques. We use dimensionality reduction to cap-
ture how close two audiovisual elements are in the
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high-dimensional space, characterizing global prox-
imities between data points and similarities that do
not necessarily belong to a specific feature. In this
way, our goal is to deconstruct the existing predefined
models and data categorizations of audiovisual data
and provide users with a new refreshing view and ex-
ploratory tool.

We exemplify our approach through a series of
use cases that study high-dimensional audiovisual
archives within the digital humanities, specifically the
Montreux Jazz Digital Project (MJDP) (Dufaux and
Amsallem, 2019).

2 RELATED WORK

2.1 Hierarchical Data Visualization

Elmgqvist and Fekete (Elmqvist and Fekete, 2009) em-
phasized the importance of effective overviews for
complex datasets. They proposed hierarchical ag-
gregation as a practical solution and provided a de-
tailed model for visual encoding, tasks, and interac-
tions. These concepts were followed by numerous
research works (Herr et al., 2016; Gotz et al., 2019;
Walchshofer et al., 2020). Hierarchical data struc-
tures and representations have been widely studied in
visualization (Schulz et al., 2010). There is a wide
list of related antecedents in areas such as graph vi-
sualization (Von Landesberger et al., 2011; Vehlow
et al.,, 2015), hierarchical tree structures (Li et al.,
2019; Robinson and Pierce-Hoffman, 2020), network
visualization (Huang et al., 2020), glyphs aggrega-
tion (Fuchs et al., 2016), and machine learning and
visualization (Tatu et al., 2012; Hollt et al., 2019;
Chatzimparmpas et al., 2020). Fuchs et al. (Fuchs
et al,, 2016) presented a dendrogram aggregated
glyph visualization that has a similar layout to our
approach. However, in our method, we use Sankey
Diagram inspired lines, named Snakelines, which en-
code the strength of the relationship in the thickness
of the lines. Other approaches exploit parallel co-
ordinate plots (PCP) (Heinrich and Weiskopf, 2013;
Garrison et al., 2021), and scatterplot matrices (Yuan
et al.,, 2013; Yates et al., 2014) to encode multi-
ple dimensions of pairwise relationships. Instead, in
our approach we use a radial layout approach to en-
code many-to-many relationships across features and
groups of data points in one single view. Moreover,
other antecedents tackled this problem using com-
bined versions of the aforementioned techniques to
generate a whole picture of the multi-feature rela-
tions (Eckelt et al., 2022; Goodwin et al., 2015; Cibul-
ski et al., 2023). Lex et al. (Lex et al., 2010) presented

a visualization technique, Caleydo Matchmaker, that
uses PCP and vertical heat maps as axes of PCP to
arbitrarily arrange and simultaneously compare pair-
wise groups of dimensions. However, our approach,
supported by its radial layout, allows the user to per-
form many-to-many or one-to-many data point com-
parisons across multiple features, unlike a PCP lay-
out.

Other recent work has combined clustering and di-
mensionality reduction to overview high-dimensional
datasets (Zhou et al., 2019; Watanabe et al., 2015;
Grossmann et al.,, 2022; Walchshofer et al., 2020;
Eckelt et al., 2022; Cavallo and Demiralp, 2018). Our
approach follows a similar idea, but it adds hierarchi-
cal structure and aggregation, which is essential to
break down the complexity of the dataset. Further-
more, hierarchical edge bundling techniques are suit-
able for visualizing adjacency relations in hierarchical
data (Holten, 2006; Lex et al., 2010). Our hierarchi-
cal edge bundling technique is inspired by this, but we
adapted it by applying the SankeyTree (SankeyTrees,
2023) metaphor to the bundles.

Our visualization method combines both hierar-
chical clustering and dimensionality reduction as an
aggregated hierarchy carefully arranged in a single
radial view. We use a radial layout because radial
visualization has been shown to be effective for vi-
sualizing high-dimensional datasets (Cao et al., 2012;
Hoffman et al., 1999; Pagliosa and Telea, 2019).

2.2 High-Dimensional Data Reduction

Our method uses dimensionality reduction to orga-
nize features into groups and depict their relation-
ships in a 2D visualization. Many methods have
been proposed for this task, such as Principal Com-
ponent Analysis (PCA), Multi-Dimensional Scal-
ing (MDS), Self-Organizing Maps (SOM) (Kohonen,
1998), t-distributed Stochastic Neighbor embedding
(t-SNE) (van der Maaten and Hinton, 2008) with
its variants or Uniform Manifold Approximation and
Projection (UMAP) (Mclnnes et al., 2018). Recently,
tree-SNE has been introduced (Robinson and Pierce-
Hoffman, 2020), which stacks one-dimensional t-
SNE embeddings on top of each other, revealing hi-
erarchical structures within the data. Also, the work
of Hinterreiter et al. (Hinterreiter et al., 2021) mod-
els paths as clustered high-dimensional datasets and
mapped them using reduction techniques such as t-
SNE and UMAP to visualize trajectories and reveal
hidden path patterns.

Our method utilizes techniques such as t-SNE or
UMAP to reduce complexity. However, we compute
the embedding only once and then apply hierarchical
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Figure 1: The SnakeTrees visualization showing the audiovisual archives from the Montreux Jazz Digital Project (MJDP).
(c) The main SnakeTrees view shows the distribution of the MJDP datasets across four main semantic features: genre, mood,
instrument, and instrument family. (a) The summary view shows the distribution of the semantic feature classes’ probabilities
mean values. (b) The selection box shows the names of the selected data points. (d) The thumbnail view shows a detailed
list of the selected data points of the audiovisual archives. The user can hover over any item to analyze further details such as
artists and dates. With a click the user can watch the video. (e) The TreeMap view shows the distribution of the selected data
points across a selected semantic feature. (f) The timeline view gives an overview of the metadata for the selected data points,

including the dates and the locations of the concert videos.

clustering to support a global-to-local visualization
exploration without losing the spatial similarity distri-
bution given by the dimensionality reduction method
and the overall shape of the clusters through the hier-
archy. It is important, however, to note that our ap-
proach is not limited to any particular dimensionality
reduction or clustering method.

The novelty of our design lies in the combina-
tion of these approaches for data exploration of non-
normative categorizations or new relationships result-
ing from the agnostic dimensionality reduction tech-
niques and hierarchical clusters for a general audience
visiting a museum as well as non-experts in computer
science coming from domains such as film studies,
documentary, or museology.
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3 DATA PROCESSING

We demonstrate our SnakeTrees visualization tech-
nique based on an exemplary dataset coming from the
digital humanities area which includes live concert
music videos from the Montreux Jazz Digital Project
(MJDP) (Dufaux and Amsallem, 2019; MJDP, 2024).
The MJDP data consists of songs, with audio and
video files available for each individual song from ev-
ery of the 5000 concerts since 1967, representative of
the greatest artists and musical trends of the last 50
years. The metadata is available online and openly
accessible at OpenData Swiss.

3.1 General Structure

Our approach is specifically designed to work with
multidimensional data that is classified into multiple
feature categories, described by the following general
structure:
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1. Each multidimensional data point P; € R” con-
sists of K sub-feature vectors Ff»‘, hence P; =
(FLF?,..FF).

2. For each data point P;, the lengths ||F¥||, dimen-
sion of the k-th sub-feature vector, add up to D.

3. Each data point P; is thus segmented into K sub-
feature data points F},F?,.. . FX.

4. All sub-feature points F' f‘ of one feature category
k are hierarchically clustered.

Hence, we can consider each vector F f‘ to describe
a separate feature category or semantic aspect of the
data over which a separate hierarchical clustering H*
has been defined, with the total number of | #*| = N.
Therefore, there exist K separate cluster hierarchies
H*, each organizing all N data points P; with respect
to a particular sub-feature F' f .

Equivalently, we can consider the dataset to con-
sist of K - N feature points F¥, where the K differ-
ent feature vectors Ff‘ describe different aspects of
the same common element i. Our proposed visualiza-
tion technique is specifically designed to support the
interactive visual analysis and exploration of poten-
tial relations between the different feature point sets
F! F? .. FK.

In our project, for each song i, K = 4 feature vec-
tors Flmo()d’F(igenre,F;_m[mmem7F;nstrumentfamtly —
tracted that capture the song’s mood, genre, audio-
extracted instruments, and video-extracted instrument
families. The feature vectors are class probabilities
obtained from applying a neural network based fea-
ture classification approach. More specifically, the
feature vectors for mood, genre, and audio instru-
ment are extracted using Tensorflow Audio Models
in Essentia from the Essentia (Alonso-Jiménez et al.,
2020) framework. The video instrument family fea-
ture vector is extracted using the network from a kagel
project Explore Instruments dataset. The two neural
networks output all the probabilities for the four fea-
ture vectors Flm(md, F}qenre7 F;-”S"”’"em, F;nstrument famzly.

Note that the total dimension D = Y ||[F¥||, or
number of attributes of the MJDP data is 56 +
87440+ 28 = 211, thus representing a very high-
dimensional data space.

3.2 Dimensionality Reduction

The high-dimensional dataset is projected into 2D by
applying dimensionality reduction for each of the four
semantic features. To ensure a low number of sizable
groups in a hierarchical clustering within the 2D em-
bedding, in our experiments, we use UMAP or t-SNE,
for which we set the perplexity to be the default value

(30) of the sklearn.manifold library. We want to point
out that we can use any other low-dimensional em-
beddings, such as PCA or MDS, and that there is no
restriction to which dimensionality reduction method
is used.

3.3 Clustering

Based on the 2D embeddings, we apply a hierarchi-
cal clustering algorithm to group the data points into
clusters. We compute a hierarchy #H* for each fea-
ture category k recursively until the desired number
of hierarchy levels is reached. Therefore, the gener-
ated output for each feature category is a tree H* of
clusters which transition from global to local struc-
tures with increasing depth in the tree in a common
2D embedding. While we have used a binary k-means
clustering with four recursion levels in our examples,
there is no restriction to this, and other branching fac-
tors or recursion depths could be used. Furthermore,
also unbalanced cluster hierarchies over each feature
category could easily be considered.

Eventually, over each of the four feature point sets
F;nood, F?!enre’ Fénstrument, and F.;nstrumentfamtly’ a hier-
archical binary clustering is formed. Therefore, the

data points are organized in K = 4 rooted binary trees
y_[mood . _.]_[genre, _.]_[mstrument’ and g instrument famlly'

3.4 Scaling

While being relevant to the visual design of the ra-
dial layout of the hierarchical SnakeTrees visualiza-
tion, given an input dataset and the feature extraction,
the relative radial mapping can be predetermined in
the data processing stage. The hierarchical cluster-
ing trees H* are scaled such as to fit the sector areas
of the SnakeTrees visualization. After dimensionality
reduction, every data point is represented by an or-
thogonal coordinate in a unit square. In order to fully
make use of the sector space, the orthogonal coordi-
nates are first mapped to polar coordinates. Then, ac-
cording to the start and end angles, together with the
inner and outer radii of the sector cell, we scale the
angle and the radius of all the data points in the cell,
so that the whole distribution of the data points in the
same cell is stretched to fit the space of the radial sec-
tor. Eventually, the polar coordinates are transformed
to orthogonal image coordinates again for visualiza-
tion.
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Figure 2: Snakelines (a) and Multilines (b) views, showing the aggregated or detailed connections between data points in

different feature categories.

4 VISUAL DESIGN

The SnakeTrees visualization shown in Fig. 1 is our
proposed method for multi-level visual exploration
of high-dimensional data with multiple feature cat-
egories, which can be represented as described in
Sec. 3. In this section, we describe how the visualiza-
tion is created and how the accompanying interactive
features support the analysis and exploration of data
points, clusters, and feature relationships.

4.1 SnakeTrees View

The core component of our SnakeTrees visualization
is an overview widget. Our multidimensional and
multi-feature data is arranged in K rooted trees # k
one for each set of feature vectors F¥. These trees are
arranged radially in sectors, each such tree H* ex-
hibits multiple cell layers which are increasingly sub-
divided outwards corresponding to the depth of the
hierarchy, similar to sunburst charts. Fig. 1 shows
a SnakeTrees visualization for the MJDP example
dataset. The concert song videos are organized into
K = 4 features genre, mood, instrument, and instru-
ment family defining the circular sectors. These fea-
tures can be specific for a given application domain,
as in the MJDP example, or more generalizable to a
broader class of data.

The SnakeTrees overview panel supports two dif-
ferent visual representations of the correlation be-
tween data points in different feature categories, ei-
ther as aggregated Snakelines or as Multilines.
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4.1.1 Snakelines

Given a selection of data points, Snakeline connec-
tions depict the interconnections among cluster and
sub-cluster centers in the different feature categories,
as shown in Fig. 2(a). The overall topology and
branching of the Snakelines shows the spread and dis-
tribution of the selected data points among the dif-
ferent semantic features, allowing for the exploration
and analysis of intra-connections among them. The
thickness of the line is proportional to the number of
points at the endpoint of the connection, indicating the
strength of the connections across sectors and cells.

4.1.2 Multilines

The Multilines shown in Fig. 2(b) are designed differ-
ently, depicting individual connections, in contrast to
the aggregated view. Instead of cluster or cell centers,
the individual point coordinates are used, and for ev-
ery point, the connection to the same point in another
feature category or depth level is identified and then
given as a curved line path. The main goal of Multi-
lines is to show in detail how two points are linked in
the selection.

4.1.3 Feature Sectors

In each feature sector, the data points are visualized as
mini scatter plots inside each node’s cell of the cluster
hierarchy using a distinctive color (hue), as shown in
Fig. 3 for the mood or instrument feature categories.
Complementary colors are used to differentiate each
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Figure 3: Detailed visualization of the SnakeTrees mood
section in shades of yellow. In the center, the entire dataset
is embedded in 2D based on mood probabilities. Each sub-
sequent outer layer divides the data points using a clustering
algorithm.

feature group. The thick Snakelines are subdivided
and show how the data points are distributed from a
parent cell to a particular sub-cell cluster. The thick-
ness of the lines indicates the number of common
points between the source upper cell and the target
sub-cell cluster.

The outermost leaf labels, in one feature, cor-
respond to the two classes with the highest differ-
ences, when comparing the averages of values/prob-
abilities of selected data points and all of the entire
dataset. Hence, the two most significant differentiat-
ing classes, not the ones just with highest probability,
within that feature category, are depicted as annota-
tion of a leaf node.

4.2 Summary View

In addition to the main overview panel, our Snake-
Trees visualization includes a summary panel show-
ing the distribution of probabilities’ mean for every
semantic feature classes as shown in Fig. 4. When
selecting the information symbol besides the feature,
the description of the feature category will be shown.
When hovering over the bars, the mean probabily of
the selected points for the corresponding class will be
shown in the tooltip.

4.3 Selection Box View

The selection box below the summary view, see
Fig. 5, shows the names of all selected data points.
When the user clicks on a selected name, the corre-
sponding data point will become unselected. When

instrument: @

Allssnes..

instrument family: @
J00nenenenneneenes..
genre: @

Ias....
mond- ~
happy: 7.78%

Figure 4: Summary view showing the distribution of proba-
bilities” mean for every semantic feature classes for the se-
lected data points.
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Modernidade Negra Rag Man

Steps Down Tracks Of My Tears

Tomorrow

Too Many Dirty Dishes
Too Many Drivers

Too Marvellous For Words

Tout Simplement

[[ Tracks Of My Tears ]]

Figure 5: Selection box view showing the names of all se-
lected data points. Selected data points are highlighted in
blue.

the user clicks again on the name of an unselected
data point, the corresponding data point will become
selected again.

4.4 Thumbnail View

The thumbnail view shows a detailed list of the se-
lected data points/audiovisual archives. The user can
not only hover over any item to analyze further de-
tails such as artists and concert dates when the song
was played, but also click on any of them to play the
video and listen to the song, as shown in Fig. 6.

4.5 TreeMap View

The TreeMap view in Fig. 7 below the thumbnail pro-
vides more detailed information for the selected data
points about the distribution of all classes in the se-
lected semantic feature. In this view, every data point
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Killer Joe

Song title: why You Wanna Mess it All

Artists: George Duke, Rachelle Ferrell, Jef Lee Johnson,
Ricardo Jordan, Mo Pleasure, Byron Miller, Russell Barnes
Concert name: Rachelle Ferrell and George Duke
Concert location: Auditorium Stravinski
Concert date: 1999-07-04

instrument: drums (62.07%)
instrument family: guitar (65.59%)
genre: pop (32.

MO0d: happy (1257%) Why You Wanna Mess It All

Figure 6: Thumbnail view showing detailed information
about the selected data points. The user can click on any
item to play the video and listen to the song.

Treemap of Selected Points
Select Feature
genre - |

instrument

instrument family

(oeme

mood

Figure 7: TreeMap view showing the distribution of all
classes in the selected semantic feature for the selected data
points. The feature category can be selected from a drop-
down menu above the TreeMap.

is assigned to the top class according to its maximum
probability in the selected feature. The area of ev-
ery rectangle in the TreeMap indicates how many data
points are labeled with that same class. The area of
the entire TreeMap square indicates the total number
of all selected data points. The feature category to be
shown can be selected from a drop-down menu above
the TreeMap.

4.6 Timeline View

In order to visualize additional metadata, we provide
a timeline to help the user analyze the year, date and
location information for the selected data points. The
concert locations are color encoded. The horizontal
axis represents the day in July, since in this dataset,
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the concerts were always held in July, and the verti-
cal axis represents the year of the event. Every large
(day) cell is divided into several smaller sub-cells,
corresponding to the maximum number of songs per-
formed on a day from the selected data points. There-
fore, the colored sub-cells in the chart represent songs
played on a specific day at a specific location. The
gray sub-cells represent that no more songs, from the
current selection, were played on that specific day.
The interaction with these panels is described in more
detail below in the Sec 4.7.

4.7 Interactive Features

The primary purpose of the various display panels
and interactive features is to support the discovery of
unexpected connections and groupings of the audio-
visual archives, in particular, to allow the discovery
of new relationships between different groups of fea-
tures.

To design the interactive features, we focus on two
main tasks: (1) exploring a single feature set and how
the dataset expresses that feature set across the other
features, and (2) exploring a particular data point and
extending the analysis to nearby points and clusters
of points. These two interactive features are intended
to help users explore and discover new ways in which
data points relate to each other.

For this goal, we depict the relationships between
different feature groups using the Snakeline visualiza-
tions in the main overview (Fig. 1(c)). The rationale
is based on the hypothesis that relationships between
different feature groups can be identified by looking
at the distribution of feature expressions across their
hierarchy. Our visualization method highlights these
relevant relationships by drawing thick curved lines
through the hierarchy trees, bridging different feature
groups as individual lines or aggregated as Snake-
lines, as shown in Fig. 3. The thickness of a Snake-
line represents the strength of the relationship, which
is defined by the number of items the target cluster
shares with the initial selection.

Multiple cells and/or lasso-selected subsets of
points from one or more cells can be selected in the
SnakeTrees view (see also Fig. 1(c)). This type of se-
lection acts as a filter on the data and the item/thumb-
nail views, which will be adjusted accordingly. Thus,
supporting common overview first and zoom and filter
actions for interactive visual data exploration.

Further interaction options such as zoom in and
out, individual data point selection, TreeMap view se-
lection, and audiovisual play, complement the inter-
active selection feature in the main SnakeTrees view.
The main purpose of all the supported interaction fea-
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Figure 8: Overview over the SnakeTrees visualization framework.

tures is to allow the users to drill down, refine their
selection, and go further in their explorative tasks.

S IMPLEMENTATION

Our project consists of two main components: a back-
end server-side web API for data preparation and a
frontend single-page web application for the interac-
tive visualization as illustrated in Fig. 8. The backend,
a server-side web API written in Python and Flask,
is responsible for data preparation and computation
of the hierarchical radial visualization elements. The
backend also loads the data from the local drive and
sends it to the frontend through HTTP calls.

To improve the performance, data preparation
and computation of the radial visualization elements
are conducted before the client-side web application
starts. This approach ensures that the backend can
quickly respond to frontend requests, enabling users
to interact with the application interactively.

The frontend, a single-page web application writ-
ten in JavaScript with React.js, is responsible for dis-
playing the data, drawing the user interface elements,
handling all user interactions, and coordinating all
views. The frontend is designed to handle all data
requests and communicate with the backend through
HTTP calls. The SnakeTrees overview in the fron-
tend is implemented with D3.js, videos are displayed
using video.js, and side effects (API calls) are man-
aged through Redux-Sagas. The design and layout
are created with Material-UI. The application store is
kept with Redux.

All views support linked-brushing. Every user se-
lection in the client-side web app leads to a recalcula-
tion of the drawn visual elements, such as the Snake-

lines, the Multilines, the summary, the TreeMap, the
timeline chart, as well as the descriptive thumbnails.

6 USE CASE MONTREUX JAZZ
FESTIVAL

In this following use case, we filtered the Montreux
Jazz Festival (MJF) concert video archives by the 20
most frequent singers who performed at MJF from
the year 1995 to 2000 and got a dataset containing
451 videos. We illustrate the features of our visual-
ization tool with two use cases. A user may start the
exploration and analysis with the feature: genre. Us-
ing the Cell selection and the Snakelines options, they
can select one of the deepest cluster cells with the
two significant differentiating classes Low rock and
High jazz. This cluster includes 63 songs, which are
distributed quite evenly in mood and instrument fam-
ily features, but more in the cluster High piano and
Low electricguitar in feature instrument as shown in
Fig. 9(b). The user further filters the data by instru-
ment, specifically selecting the cell labeled Low piano
and High electricguitar. This filtering results in two
songs: Killer Joe and Why You Wanna Mess It All.
However, the two songs are clustered in two different
cells in feature mood and feature instrument family as
shown at the right bottom of Fig. 9(b).

In the Thumbnail view, the user can browse the re-
sults and view detailed information about the audio-
visual archives, including the song title, artists, festi-
val edition, concert name, location, date, and the top
feature class for all semantic features (see Fig. 9(d)).
By clicking the video, the user discovers that the
instruments captured in these two songs are signifi-
cantly different. In Killer Joe, piano is captured more
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Figure 9: The SnakeTrees visualization displays a selected group of data points and its corresponding Snakelines. Panel (a)
presents the distribution of feature classes and their details. Panel (b) shows the Snakelines. Panel (c) displays the TreeMap
view, which gives an intuitive view of the distribution of the semantic feature classes. Panel (d) is the thumbnail view which
shows video thumbnails of the songs. The user can click on a video thumbnail to play it.
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Figure 10: The user can start with the selection in panel (b), and then choose Point selection in panel (a) to select the nearby
data point. Panel (c) shows both the Snakelines and the Multilines of the selected data points.

clearly, while in Why You Wanna Mess It All, there are
many frames focusing on the guitar. Therefore, the
two songs are clustered to different groups within the
feature instrument family. On the other hand, when
listening to the songs, the mood of the two songs is
also different, which is reflected in the different clus-
ters in the mood feature. In the Summary view, the
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user can explore the general information about the
current data point selection. An extensive list of fea-
ture classes and probability distributions are displayed
for all the features, as it is shown in Fig. 9(a). In the
TreeMap view, the user can explore the distribution of
the top feature classes as shown in Fig. 9(c). By us-
ing the drop-down menu, the user can select the other
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features to be shown in the TreeMap.

In the second use case, the user starts the explo-
ration by first selecting an interesting song in the se-
lection box, and then the corresponding data point
will be highlighted in the SnakeTrees visualization. In
our example, the song Das Boot is selected. Then the
user can explore the similar songs by Point selection
in feature genre and select the song Me Voila Seule.
Eventually, the user can analyze the similarity and dif-
ference between them in different features. The pro-
cess is shown in Fig. 10 with both the Snakelines and
the Multilines. From the Snakelines, the user can see
that the two songs are located in different clusters in
all the other features. From the tooltip in the Thumb-
nail view, the user looks into the detailed information
and discovers that the song Das Boot includes more
bass in the audio, shows more piano in the video;
while the song Me Voila Seule includes more piano
in the audio, shows more sitar in the video.

7 EXPERTS’ FEEDBACK

We conducted three rounds of interviews with five ex-
perts in digital humanities, music, and film studies to
get the experts’ feedback on our visual design. The
interviews included a pre-interview questionnaire, a
think-aloud session, and an optional post-experiment
questionnaire. The interviews lasted approximately
60 minutes. We recorded the screen and audio with
minimal intervention to reduce potential bias. We col-
lected anecdotal feedback on the visual design and
summarized key lessons learned and new ideas.

Because our tool is intended for exploratory anal-
ysis and discovery, we designed the SnakeTrees as
a general overview of the semantic features and
data point distribution, without additional clues about
where to start exploring.

However, during the interviews, we collected dif-
ferent experts’ strategies on how to start the ex-
ploratory analysis in order to optimize the interactive
experience as much as possible. Domain experts sug-
gested that a common point to start the exploration
would be the outer cells and features such as genre.
They also suggested that a good starting point could
be a song or an artist to then explore the feature dis-
tribution and the temporal distribution across differ-
ent years. This is particularly interesting since some
artists, such as Quincy Jones, have performed at the
Montreux Jazz Festival several times.

After a number of iterations, the experts were very
positive about the user experience and reported that
our visualization tool was impressive. They found the
interaction with the SnakeTrees view very appealing,

especially the lasso tool.

They suggested sereval ideas for the usage of our
tool. For example, domain experts suggested focus-
ing on analyzing a subset of songs by a given artist,
for example, Prince came to the Montreux Jazz Fes-
tival in 2013 and played three times, and on those
three nights he didn’t play the same concert. It was
always a very different concert, with different instru-
ments. Other artists came to the concert many times,
like Quincy Jones, Nina Simone, Miles Davis. Al-
though we did not initially plan to have a filter for
musicians, we plan to add it in future work. They also
pointed out that the combination of the SnakeTrees
view and the timeline could help analyze the evolu-
tion of different styles over time, from jazz to jazz fu-
sion, electronic jazz, and many other genres that are
part of the festival’s broad repertoire.

They also pointed out that the visualization inter-
face could be useful for interactive visualization in
museum installations, but in that case the casual user
might need more guidance and explanation of what
do the different clusters convey and what is expressed
by the global spatial distribution provided by the di-
mensionality reduction.

8 CONCLUSIONS

The relationships between groups of features are an
interesting and challenging target for visualization ap-
plications, especially in datasets where classifications
and semantic features are malleable and constantly
morphing, merging, and changing, as in the case of
digital humanities.

Traditionally, the problem of high dimensional-
ity has been circumvented by concatenating pairwise
scatter plots or 2D graphs into a grid of matrices, or
by using pairwise comparisons across parallel coordi-
nate plots or even composite views, which require the
user to mentally connect them into a coherent view
and then analyze the structure of the dataset and the
relationships between its points. However, this ap-
proach requires a hypothesis about their relationship
a-priori, which can be difficult to develop, especially
when dealing with large feature spaces without sharp
boundaries, such as music genre, styles, instrument
family, or visual complexity.

In this paper, we show how our SnakeTrees visu-
alization can support in a novel way the exploration
of multidimensional datasets, as well as inter- and
intra-feature correlations, at a glance in a single view.
Although the visual design requires an initial learn-
ing curve and might not immediately be intuitive at
first glance, previous research has shown that working
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with complex visualizations can facilitate the analyti-
cal reasoning process (Hullman et al., 2011), which is
part of our main goal.

The provided auxiliary views support global-to-
local navigation in the dataset through agnostic, math-
ematically based hierarchies that assist experts in ex-
ploring new possible unexpected combinations or fea-
ture groupings in the local structure of cluster cells of
a single feature group and also across features.

Our prototype exhibits some limitations which we
plan to address in the future:

Interactivity: In the MJDP example, our data points
include image-based thumbnails as well as ref-
erences to the raw videos of the songs. This
makes accessing and manipulating a large num-
ber of data points challenging for the current com-
ponents of the web development stack. Access
to important ancillary binary data (images and
videos from external storage) affects interactiv-
ity and thus limits the number of data points that
can currently be used to a few hundred. We no-
ticed that with more than 1000 data points, the
web interface becomes laggy. A possible solution
to tackle this challenge could be the use of pro-
gressive visual analytics techniques (Fekete et al.,
2024).

Dimensionality: The scalability concerning the high
dimensionality of the data space has already been
shown, e.g. with the MJDP data. In this exam-
ple, we have data points with 491 dimensional
attributes. Nevertheless, our visual design may
not be able to accommodate more than 9 to 12
different feature categories. However, these are
also fundamentally known limitations of our vi-
sual perception system (Brewer, 1994).

Scalability: The scalability concerning a larger num-
ber of data points is another challenge that could
potentially cause overplotting problems. We ac-
knowledge that the current implementation is not
specifically addressing this, but overplotting of
too many data points could be tackled by sub-
sampling strategies, progressive visual analytics
as well as cell-specific interactive lenses.
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