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Abstract: For text-based chatbots to achieve a desired level of quality, it is essential to evaluate their performance, par-
ticularly focusing on the hedonic aspects of User Experience (UX), which is a crucial quality attribute. A
comprehensive evaluation must consider the specifics of the context being assessed. A Systematic Mapping
Study (SMS) revealed that no existing UX evaluation technologies address the hedonic aspects of UX in text-
based chatbots. The Guidelines to Assess Hedonic Aspects in Chatbots (GAHAC) was developed to address
this gap. The guidelines were formulated by selecting and evaluating the hedonic aspects of UX and the evalu-
ation technologies identified in the SMS. Relevant questions from these technologies were filtered and adapted
to the context of text-based chatbots. GAHAC aims to provide a context-specific evaluation technology in the
form of guidelines encompassing the hedonic aspects of UX. Its primary contribution is providing a structured
and accessible method for evaluating hedonic aspects, which have been largely overlooked in UX studies of
text-based chatbots. This enables developers and researchers to qualitatively identify opportunities to improve
UX in chatbot interactions. A preliminary evaluation conducted with two Human-Computer Interaction ex-
perts led to refinements in the guidelines. By offering a dedicated UX evaluation technology for text-based
chatbots, GAHAC contributes to improving the quality of such systems.

1 INTRODUCTION

Chatbots are online conversational systems that en-
able interaction between humans and computers using
natural language by text or voice (Ruane et al., 2021;
Jia and Jyou, 2021; Veglis et al., 2019). Unlike voice-
activated intelligent assistants, they are generally text-
based and may include additional interactions, such as
point-and-click (Candello and Pinhanez, 2016). Pow-
ered by Artificial Intelligence, chatbots can mimic hu-
man chat or perform specific tasks, as demonstrated
in their use in financial institutions for credit analysis
and customer service (Mudofi and Yuspin, 2022).

Chatbots serve multiple purposes and are increas-
ingly used as information providers across various
sectors. For example, chatbots are widely used in
like education, financial systems, healthcare, and e-
commerce. The rise of large language models, such
as ChatGPT, has further enhanced the conversational

a https://orcid.org/0009-0006-9919-3448
b https://orcid.org/0000-0002-2307-3099
c https://orcid.org/0000-0002-6027-3452

abilities of chatbots, making them more engaging and
capable of handling complex interactions and con-
tributing to the chatbot’s growing effectiveness in var-
ious contexts (Brown et al., 2020). As information
systems, chatbots have transformed how industries
interact with users, providing efficient, personalized,
and scalable solutions.

The interaction between humans and computa-
tional systems is crucial for improving the integration
of technology into users’ daily lives. This is espe-
cially important when considering chatbots, as they
are increasingly used in various sectors. Ensuring the
quality of chatbots is essential for delivering consis-
tent, positive experiences, and continuous evaluation
of their performance is necessary. Systems, including
chatbots, should be designed to improve users’ lives,
promote well-being, and meet their needs, which un-
derscores the importance of quality assessment in
achieving these objectives (Barbosa et al., 2021).

The model for attractive software systems with a
good user experience (UX), proposed by Hassenzahl
et al. (2000), divides software quality into two main
areas: pragmatic quality, which focuses on usability
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and efficiency, and hedonic quality, which looks at
originality, innovation, and aesthetics. The study of
Hassenzahl et al. (2000) emphasizes hedonic qual-
ity because it relates to the emotional well-being of
the user. It recognizes that products satisfying these
needs can enhance pleasure and customer loyalty,
beyond providing satisfaction Chitturi et al. (2008).
Any Information System, such as text-based chatbots,
must meet a specific quality standard to be useful to
the user. In this regard, Usability and User Experience
(UX) evaluations provide essential support to ensure
the system’s quality (Madan and Kumar, 2012).

Previous studies revealed that no technologies
have been explicitly developed for the context of he-
donic aspects in text-based chatbots. A two-phased
Systematic Mapping Study (SMS) with 52 primary
studies categorized the technologies used to evaluate
the UX of text-based chatbots (De Souza et al., 2024;
Mariano et al., 2024). The study showed that most
technologies are designed to evaluate systems, in-
cluding Information Systems (IS), without consider-
ing their specificities. Additionally, the SMS showed
that few technologies simultaneously extract and eval-
uate qualitative data or hedonic aspects of UX.

This paper presents the development of Guide-
lines to Assess Hedonic Aspects in Chatbots (GA-
HAC) designed to evaluate text-based chatbots. GA-
HAC involves three steps: a) the evaluator interacts
with the chatbot to perform tasks; b) analyzes the
guidelines; and c) documents hedonic issues in a
spreadsheet, noting the guideline number that reveals
the problem. It can be used during the refinement or
design phases, allowing developers to improve proto-
types and researchers to adapt the guidelines to spe-
cific contexts. The first version of GAHAC includes
75 guidelines in 31 hedonic aspects.

Moreover, two human-computer interaction (HCI)
experts conducted a preliminary evaluation of GA-
HAC, providing valuable feedback on the technol-
ogy’s characteristics. They recommended making the
guidelines available as an online platform, including
an analysis of ”AI hallucinations”, tailoring the lan-
guage for evaluators, and considering cultural differ-
ences. They also raised concerns about whether the
technology covers all relevant aspects, particularly
those not yet addressed in the literature. The results
advance the state of the art by introducing an evalua-
tion technology that extracts and evaluates qualitative
data and focuses on the hedonic aspects of UX.

This study is included in the socio-technical view
of ISs because it considers a better way to evaluate
chatbots. In this way, it is not just the use of text-
based chatbots, but the relationship between users and
this system type, and how these relationships affect

the user experience, leading to how the user perceives
this interaction. Therefore, thinking of better ways to
deliver an IS with value and quality to users (Kujala
and Vännänen-Vainio-Mattila, 2009), to improve this
interaction, making it more pleasant and satisfying is
a way of contributing to the socio-technical view.

2 BACKGROUND

A chatbot, also known as an intelligent bot or digi-
tal assistant, is a computer program that uses artificial
intelligence and Natural Language Processing to re-
spond to text or voice conversations . The primary
motivation for using chatbots is productivity, but they
also serve as tools for entertainment, socialization,
and novelty (Adamopoulou and Moussiades, 2020).
Since early 2020, the AI chatbot market has grown
rapidly with the launch of Bard and ChatGPT, which
utilize the Transformer Neural Network Architecture
to process language effectively, learning patterns from
large textual datasets (Al-Amin et al., 2024).

According to Rapp et al. (2021), chatbots can be
classified into 4 different types based on their orienta-
tion and purpose. Task-oriented chatbots are designed
to help users perform specific tasks or solve problems
efficiently. In contrast, conversational chatbots fo-
cus on providing natural interactions, aiming to main-
tain high-quality conversations and often establishing
a form of relationship with users. There is also a com-
bination of both types (conversation and task-oriented
chatbots), where the chatbot seeks to balance task ex-
ecution and conversational flow. Besides, the chatbot
may have an undefined type, without a clear orienta-
tion between these three approaches.

For a system to be truly useful to the user, it needs
to reach a good level of quality. Usability and UX
are good indicators of IS quality (McNamara and Ki-
rakowski, 2006). UX evaluation methods analyze
how users interact with existing concepts, design de-
tails, prototypes, or final products to understand their
experience. These methods assess user interactions
and feelings toward the product rather than simply
measuring task performance. Since UX is subjec-
tive, traditional objective metrics, like task comple-
tion time, may not adequately capture the user ex-
perience. Instead, UX evaluation methods investi-
gate various subjective qualities, considering factors
such as user motivation and expectations. The goal is
to ensure that the final product aligns with intended
user experience objectives and guides design deci-
sions (Vermeeren et al., 2010).

This work adopts the user experience definition
from ISO 9241-210 (2010), which considers the per-

Development and Preliminary Evaluation of a Technology for Assessing Hedonic Aspects of UX in Text-Based Chatbots

545



ceptions and responses of a person when using or an-
ticipating the use of a product, system, or service.
The approach focuses on the hedonic aspects of expe-
rience, recognizing that while pragmatic aspects are
important, it is the hedonic attributes that most influ-
ence product acceptance (Merčun and Žumer, 2017).
This implies that user experience goes beyond func-
tionality, involving emotional and aesthetic elements.
Hassenzahl (2018) detail that ergonomic attributes are
now seen as pragmatic, while hedonic ones emphasize
psychological well-being and have greater pleasure
potential. The hedonic function can be subdivided
into providing stimulation, communicating identity,
and provoking valuable memories Hassenzahl (2018).
In summary, a product can be seen as pragmatic in
terms of its efficiency and as hedonic for its emotional
and memorable effects.

3 RELATED WORK

Guerino and Valentim (2020) investigate conversa-
tional systems that use human voice to perform ac-
tions. The study identified 31 assessment technolo-
gies focused on usability and user experience (UX)
in chatbots. The searches were conducted in the fol-
lowing virtual libraries: Scopus, IEEEXplore, ACM
Digital Library, and Engineering Village. The results
indicate that the assessment technologies were mostly
created specifically for the studies, without empirical
evaluation. In addition, most identified chatbots focus
on assisting users with daily tasks.

Tubin et al. (2022) examined methods for evaluat-
ing the experience with conversational agents to pro-
vide more realistic and natural user interaction. The
study identified how UX is measured during interac-
tions with these agents. According to the authors, it is
essential to evaluate user experience at various stages
and apply combined methods to gain insight into as-
pects such as participants’ feelings and behaviors.

Mafra et al. (2024) developed the U2Chatbot in-
spection checklist, a tool designed to evaluate and de-
tect defects in text-based chatbots, consisting of 107
items and covering a wide range of quality attributes
related to usability and UX. Its goal is to provide a
more comprehensive assessment than existing tools,
ensuring that critical factors affecting chatbot perfor-
mance are thoroughly addressed.

The technologies identified in the above works
extract important hedonic aspects of UX. However,
none of the technologies are focused on evaluating
the hedonic aspects of text-based chatbots. None of
these technologies evaluates a comprehensive set of
hedonic aspects and few extract qualitative data. GA-

HAC aims to fill this gap because it is a technology
that helps identify hedonic problems in text chatbots.

4 METHODOLOGY

The methodology for developing GAHAC is divided
into 3 phases: (1) the Systematic Mapping Study
(SMS), (2) the GAHAC initial definition, and (3) the
GAHAC evaluation, as depicted in Figure 1.

In the first phase, we conducted a two-phased
Systematic Mapping Study (SMS) (De Souza et al.,
2024; Mariano et al., 2024) to analyze and identify
research gaps on hedonic aspects in text-based chat-
bots (Figure 1, Activity 1.1 and 1.2). Through the
SMS, we identified 69 evaluation technologies to as-
sess hedonic aspects of UX in text-based chatbots.
Among these technologies, most are based on ques-
tionnaires and interviews, showing little diversity in
formats. The literature lacks empirical studies to eval-
uate the reliability and consistency of these technolo-
gies, which has important implications for the valid-
ity of their results. This trend aligns with the findings
of Tubin et al. (2022), who noted the frequent use of
questionnaires created by the authors for evaluating a
specific study. However, only 30% of the technolo-
gies are specifically geared toward text-based chat-
bots, revealing a gap in specificity in the assessments.
In comparison to the results of Guerino and Valen-
tim (2020), who found a balance between specific and
non-specific technologies for conversational systems,
this low specificity is noteworthy. Another impor-
tant finding is that most evaluation methods employ
quantitative approaches, which may limit the depth
of the analysis by hindering a detailed view of the
user’s experience. Additionally, current technologies
fail to address the unique characteristics of human-
chatbot interaction, such as identity and social inter-
action, which are essential for a comprehensive eval-
uation of user experience. This point is emphasized
in the study by Ren et al. (2019), which highlights
the importance of including the context of use in UX
evaluations for chatbots and considering the situation
in which the system will be applied.

In the second phase of the methodology, we de-
fined the GAHAC technology based on the findings
from the SMS. The GAHAC is structured as a set of
guidelines, serving as an investigative technique com-
prising 31 hedonic aspects and 75 guidelines orga-
nized within those aspects.

Activity 2.1 (Figure 1) consisted of synthesizing
the hedonic aspects identified in the SMS conducted
by De Souza et al. (2024) and its extension by Mari-
ano et al. (2024). The first author was responsible for
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Figure 1: Flowchart of the GAHAC development process.

carrying out this synthesis. This activity resulted in a
list of unique hedonic aspects extracted from the lit-
erature that guided the subsequent stages and formed
the basis of the entire GAHAC technology.

The initial list of hedonic aspects was organized
into a spreadsheet, including references, definitions,
and a column named ”match with” where we listed
similar aspects. This process facilitated comparative
analysis across studies and technologies, resulting in
a detailed organization of the hedonic aspects. We
replicated aspects that appear repeatedly across vari-
ous technologies and studies, enabling us to analyze
each aspect according to its application in each con-
text. Therefore, the initial number of aspects exceeds
the 188 consolidated ones.

Activity 2.2 (Figure 1) focused on defining each
hedonic aspect identified in Activity 2.1. The defini-
tions were extracted from the SMS articles De Souza
et al. (2024); Mariano et al. (2024), by collecting def-
initions mentioned in the articles explicitly or extract-
ing and interpreting explanations of how the aspect is
used in the study. Three researchers (one HCI expert
and one chatbot expert) gathered weekly to debate and
refine the definitions. To ensure the integrity of the
process, they scrutinized, discussed, and ultimately
agreed upon each definition through consensus. This
approach ensured a comprehensive understanding of
the hedonic aspects. 37 aspects were removed from
the spreadsheet due to lack of definition.

To ensure the quality of the definitions, in Activity
2.3 (Figure 1), we established the inclusion and ex-
clusion criteria for the listed hedonic aspects. We ex-
cluded hedonic aspects that did not present clear defi-

nitions or elucidative sentences while including those
with relevant definitions. For example, we excluded
Affection because the study where it appears does not
provide a clear definition for the term and the aspect
does not have a well-established definition in the liter-
ature. Likewise, emotional support was excluded due
to the lack of information about the interview used in
the study where the aspect is listed.

The methodological rigor adopted in this research
was crucial for consolidating the relevant hedonic as-
pects. In Activity 2.4 (Figure 1), we grouped the he-
donic aspects from different studies into a single con-
struct based on similarities in their definition, remov-
ing duplicates from the list. For example, the hedonic
aspect of trust appeared in multiple studies, such as
Fadhil et al. (2018) and Jin et al. (2019), which used
questionnaires to assess trust, demonstrating the va-
riety of approaches to the same aspect. The initial
grouping resulted in 26 remaining aspects.

In Activity 2.5 (Figure 1), we conducted a thor-
ough analysis to exclude pragmatic aspects that re-
mained on the list. For example, after analyzing the
definition of satisfaction, the aspect was considered
pragmatic, following the usability definition proposed
by ISO (2018). We removed 121 aspects from the
spreadsheet for being pragmatic.

Activity 2.6 (Figure 1) involved reviewing the def-
initions and regrouping the aspects whenever neces-
sary. For example, in Fadhil et al. (2018), trust was
evaluated with the item ”The agent asked very per-
sonal questions. I found the questions very intrusive.”
After analyzing this item, we considered it aligned
with intimacy more than trust. Therefore, we moved
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the item from trust to intimacy. In this process, 177
aspects were completely merged with other aspects or
separated into new constructs, resulting in the final list
of hedonic aspects we included in GAHAC.

In summary, the initial list of 188 aspects ex-
tracted from the SMS was reduced to 31 hedonic as-
pects that comprise our proposed technology. We sys-
tematically evaluated all the aspects and their defini-
tions, ensuring that the aspects listed in the GAHAC
represent UX hedonic aspects for text-based chatbots.
Additionally, we ensured that the list provides a com-
prehensive set of items and definitions for these as-
pects, as found in the literature.

Given the comprehensive list of hedonic aspects
we produced in the previous steps, we developed the
guidelines for evaluating each aspect using the tech-
nology GAHAC. These guidelines were based on the
definitions and purpose we found in the literature for
each aspect, ensuring that the characteristics of in-
teraction with text-based chatbots are considered to
maximize user experience.

Guidelines are general rules commonly observed
when designing and evaluating interfaces, based on
empirical and theoretical knowledge, aimed at en-
hancing user experience and usability . The effective
application of guidelines depends on the designer’s
understanding of the domain and the users, requiring
a careful assessment of the most suitable guidelines
for each design situation (Barbosa et al., 2021).

We followed a detailed methodological process to
develop the GAHAC. Activity 2.7 (Figure 1) involved
a thorough reading of the definitions we selected for
each hedonic aspect. This allowed us to understand
the essential elements and characteristics of each as-
pect. This step was fundamental for tracing how these
aspects were being analyzed in each of the technolo-
gies identified in the SMS (part 1 and part 2). Thus,
the reading was crucial to ensure the guidelines were
comprehensive, reflecting the analyses conducted on
the different technologies.

Activity 2.8 (Figure 1) consisted in formulating
guidelines to measure each hedonic aspect in text-
based chatbots. Based on the definitions and descrip-
tions we analyzed in Activity 2.7, we wrote an initial
list of guidelines to capture and evaluate the essential
elements of each aspect. These guidelines were care-
fully formulated to ensure that all identified hedonic
aspects were adequately measured and analyzed.

In general, we created the GAHAC by conduct-
ing reading sessions of the descriptions/definitions of
each of the grouped hedonic aspects to understand
their meaning and goal. Subsequently, we developed
the guidelines based on these definitions to evaluate
each identified aspect (Figure 1 Activity 2.8).

We conducted a preliminary evaluation of GA-
HAC (3rd phase of the methodology, Figure 1 - Ac-
tivity 3.1) with two HCI experts (E1 and E2) with over
a decade of experience in their fields.

We introduced the GAHAC to the experts, along
with the theoretical background and methodology
used for its development. They were given approx-
imately one month to conduct their analysis, after
which they provided feedback, and asked clarifying
questions about the technology. The feedback was
analyzed without a specific process, allowing each
author to interpret the results in their own way. Re-
visions of the GAHAC (versions two and three) will
occur after two additional studies to further evaluate
the GAHAC: an expert study (Figure 1 - Activity 3.2)
and a feasibility study (Figure 1 - Activity 3.3). Af-
ter analyzing each of these studies, the identified im-
provements will be implemented in GAHAC, result-
ing in new versions.

5 GAHAC

GAHAC is designed to evaluate the hedonic aspects
of UX in text-based chatbots. It consists of guidelines
to extract qualitative data related to the user expe-
rience (UX) in Human-Computer Interaction (HCI).
These guidelines can be used by evaluators, HCI spe-
cialists, chatbot developers, and researchers interested
in investigating the hedonic aspects addressed by this
technology. Using GAHAC does not require training,
but only a solid understanding of the evaluation tech-
nology and the assessed chatbot.

Developers and evaluators can benefit from ap-
plying the guidelines during the chatbot’s refinement
stages, ideally between version releases to collect data
on evaluators’ reactions, helping to pinpoint specific
strengths and weaknesses of the chatbot. During the
design phase, applying GAHAC allows evaluators to
analyze a chatbot’s prototype and identify issues be-
fore full development.

Researchers can apply GAHAC at any stage and
to any chatbot they wish to evaluate. The technology
allows customization by omitting hedonic aspects ir-
relevant to the application context. For instance, a
medical appointment scheduling chatbot may not re-
quire the entertainment aspect, while banking chat-
bots might omit novelty. GAHAC contains 75 guide-
lines grouped into 31 hedonic aspects: Adaptability,
Language Use, Anger, Motivation, Attention, Novelty,
Attractiveness, Personality, Comfort, Privacy, Com-
petence, Reliability, Conversation Flow, Sadness,
Disgust, Satisfaction, Emotions, Social Influence, En-
gagement, Social Presence, Pleasure, Surprise, Ex-
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pectation, Trust, Fear, User Control, Generic UX,
Happiness, Humanity, Intention to Use, and Intimacy.
The full GAHAC version is here 1.

The application of GAHAC involves three main
steps: a) the evaluator interacts with the chatbot, per-
forming predefined tasks; b) the evaluator reviews
and analyzes the GAHAC guidelines; and c) if a he-
donic issue is identified, the evaluator documents it
in a spreadsheet, noting the corresponding GAHAC
guideline that facilitated the identification.

To illustrate how GAHAC works, we selected
ChatGPT in its free version and applied specific
guidelines to identify potential hedonic issues in the
user experience with the chatbot. ChatGPT was cho-
sen due to its widespread adoption, evidenced by its
200 million active users as of November 2024, mak-
ing it one of the most utilized AI tools globally (De-
mand Sage, 2024). The analysis focused on three
main aspects: privacy, emotions, and language use,
all of which compromise the user’s hedonic experi-
ence during the interaction.

For the privacy aspect, we used guideline 57,
which asks if the user felt their privacy might be vi-
olated after interacting with the chatbot. We noticed
that ChatGPT creates a sense of vulnerability by lack-
ing clear communication about how the user data pro-
vided is handled. Although privacy policies are avail-
able, the interaction does not actively reinforce them.
This can lead to the perception that the information
they provide may be shared and used to train the chat-
bot, which may violate our privacy expectations.

Regarding the emotion aspect, we applied Guide-
line 15 to assess whether the user felt an emotional
connection with the chatbot. We found that interac-
tions with ChatGPT are impersonal. While the chat-
bot does not provoke negative feelings or disrespect,
it also fails to establish an emotional bond. This hap-
pens due to its neutral tone and lack of features that
foster intimacy or emotional engagement.

Finally, we examined the language use aspect us-
ing guideline 45, which suggests checking if the chat-
bot uses everyday language. We observed that, in sev-
eral instances, ChatGPT employs formal or technical
language, which may feel distant from common vo-
cabulary. This choice of language creates a sense of
detachment and reduces the fluidity of the interaction.
These examples demonstrate how GAHAC guidelines
uncover hedonic issues of the UX. The three selected
aspects were chosen purely as examples, and the fo-
cus was on highlighting specific issues rather than
covering all possible aspects. We do not have a for-
mula for calculating aggregated values for the consid-
ered hedonic aspects because our goal is not to assign

1Full GAHAC version: https://bit.ly/gahacv1

scores but to identify potential problems. The main
objective is to guide discovery, particularly through
qualitative evaluations, rather than relying on scales.

6 PRELIMINARY EVALUATION

For a preliminary assessment of the technology, we
invited experts to provide feedback on the structure
and application of the GAHAC guidelines and iden-
tify areas for improvement.

The first expert (E1) is a Computer Science
tenure-track professor with extensive experience
since 2010. She holds a Ph.D. in Electrical Engineer-
ing with a focus on Network Engineering, as well as
a Master’s degree in Computer Science, emphasizing
Software Engineering, and a bachelor’s degree in Sys-
tems Analysis. Her research interests are primarily in
Software Engineering, encompassing Requirements
Engineering, Databases, Software Systems, Cloud
Computing, Usability, and Empirical Methods.

E1 highlighted the good number of guidelines al-
ready established (75 guidelines) and suggested that
these guidelines be made available on an online plat-
form – whether a website or mobile application – to
facilitate access and use of GAHAC. In addition, E1
raised the importance of including a specific analysis
of the phenomenon of “AI chatbot’s hallucinations”
in future versions, addressing the challenges associ-
ated with incorrect or invented responses, an essential
aspect to improve the reliability of this technology.

The second expert (E2) is a professor and re-
searcher with expertise in Informatics, actively con-
tributing to editorial and academic initiatives. He
holds a Ph.D. and a Master’s degree in Computer Sci-
ence and a bachelor’s degree in Information Systems.
His experience includes serving as an editor for jour-
nals focused on Computers in Education and Interac-
tive Systems, as well as participating as a committee
member in Human-Computer Interaction initiatives.
Currently, he serves as the Editor-in-Chief of a jour-
nal on Interactive Systems, an Associate Editor for a
journal on Responsible Computing, and the Coordi-
nator of a Graduate Program in Computer Science.

E2 suggested revising the guidelines’ language,
indicating that they are aimed at evaluators rather
than end users. E2 also highlighted that the lan-
guage should consider cultural aspects, such as re-
gionalisms, ensuring that the guidelines can be ap-
plied in different contexts. Finally, they pointed out
the need to clarify whether GAHAC is geared towards
particular application contexts and whether it covers
all possible relevant hedonic aspects.
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7 CONCLUSIONS AND FUTURE
WORK

This paper presents the motivation and methodology
for the initial version of a technology designed to ad-
dress the gaps identified in a SMS (De Souza et al.,
2024; Mariano et al., 2024). The SMS identifies a lack
of evaluation techniques for text-based chatbot, par-
ticularly to assess aspects of hedonic UX and qualita-
tive data collection. Based on these findings, we de-
veloped GAHAC, a technology that includes 75 qual-
itative guidelines covering 31 aspects of hedonic UX.

In a preliminary evaluation, two experts analyzed
GAHAC and provided key insights. They empha-
sized the importance of analyzing “hallucinations” in
chatbots, a phenomenon involving fabricated or incor-
rect responses that can impact trust and user experi-
ence. E1 emphasized the importance of addressing
this issue in future versions of GAHAC to increase
the trustworthiness of chatbot technologies. In addi-
tion, the experts recommended refining the language
of the guidelines to ensure clarity for evaluators. E2
specifically suggested tailoring the language to eval-
uators rather than end users. Cultural considerations
were also highlighted as crucial for broad applicabil-
ity; E2 highlighted the importance of avoiding region-
alisms and adapting the guidelines to diverse cultural
contexts. Finally, they emphasized the need to verify
that all relevant hedonic aspects are included, with E2
asking for clarification on whether the GAHAC was
designed for specific application contexts and ensur-
ing comprehensive coverage of hedonic dimensions.

The research team will conduct two additional
studies with GAHAC. In the first study, we will
work with HCI and chatbot experts to evaluate GA-
HAC. Experts will participate in an initial orientation
meeting with the researcher. After reviewing GA-
HAC, they will join a follow-up meeting for a semi-
structured interview to discuss their perceptions of the
guidelines. The team will use the findings from this
evaluation to create a revised version of GAHAC.

The second study will test GAHAC’s feasibil-
ity. The researchers will divide a graduate class into
two groups: one group will use GAHAC to iden-
tify hedonic UX issues, while the other will use the
U2CHATBOT (Mafra et al., 2024) checklist for the
same purpose. Both groups will use the ChatGPT
application, following specific instructions to iden-
tify hedonic aspects of UX issues and record their
findings in a spreadsheet. Afterward, participants
will complete a post-assessment questionnaire based
on TAM (Technology Acceptance Model) (Venkatesh
and Bala, 2008), covering Ease of Use, Perceived
Usefulness, and Intention to Use in the Future. The

questionnaire also includes open-ended questions for
detailed feedback and improvement suggestions

We also intend to address the limitations of this
study by conducting a correlation analysis between
the aspects to gain deeper insights into their interde-
pendencies. Additionally, we aim to further explore
the overlaps identified among certain aspects, which
may share attributes or evaluation criteria.
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