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Generative artificial intelligence (GenAl) models have advanced various applications with their ability to gen-
erate diverse forms of information, including text, images, audio, video, and 3D models. In visual computing,
their primary applications have focused on creating graphic content and enabling data visualization on tradi-
tional desktop interfaces, which help automate visual analytics (VA) processes. With the rise of affordable
immersive technologies, such as virtual reality (VR), augmented reality (AR), and mixed reality (MR), im-
mersive analytics (IA) has been an emerging field offering unique opportunities for deeper engagement and
understanding of complex data in immersive environments (IEs). However, IA system development remains
resource-intensive and requires significant expertise, while integrating GenAl capabilities into IA is still under
early exploration. Therefore, based on an analysis of recent publications in these fields, this position paper
investigates how GenAl can support future IA systems for more effective data exploration with immersive
experiences. Specifically, we discuss potential directions and key issues concerning future GenAl-supported

IA applications.

1 INTRODUCTION

Visual analytics (VA) stems from information and sci-
entific visualization and other areas like data min-
ing, which allows humans to explore complex data
using interactive visual digital interfaces (Wong and
Thomas, 2004) and address complex data-driven
tasks. Professionals can gain a deeper understand-
ing of data and explore different questions and pat-
terns using VA processes and tools. The emergence
of Extended Reality (XR), encompassing technolo-
gies such as augmented reality (AR), virtual reality
(VR), and mixed reality (MR), has brought up widely
available immersive environments (IEs) in various ap-
plications and holds great potential (Fortune Business
Insights, 2024).

With three-dimensional (3D) visualization spaces,
XR provides a new medium to present complex data
visualizations and enables immersive analytics (IA).
IA is an emerging research field that relies on IEs for
various data visualization and analytic tasks (Klein
et al., 2022). Combining IA with multisensory fea-
tures, such as haptics or sound, can further enhance
analysis options for the user (Kraus et al., 2021) or
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personalize the user needs (McCormack et al., 2018).

While IA systems have shown advantages in many
interactive data exploration and decision-making sce-
narios, the development processes can be time-
consuming and have a high requirement for expert
knowledge. Understanding data visualizations in IEs
also requires expertise in interactive techniques and
analytical methods. On the other hand, generative ar-
tificial intelligence (GenAl) has unleashed great po-
tential across many fields with its content multimodal
generation capabilities. According to a recent report
by Gartner, Inc. (Gartner, 2024) more than 80% of
companies will have used GenAl APIs or deployed
GenAl applications by 2026. Therefore, this paper is
motivated to investigate how IA applications can ben-
efit from GenAl models.

Starting by reviewing the state-of-the-art research
on relevant topics across VA, XR and IA, this posi-
tion paper aims to identify promising trends for future
GenAl-supported TA. The rest of the paper is orga-
nized as follows. Section 2 presents relevant research
directions that could impact the development of future
GenAl-supported IA applications. Here, the work is
categorized into three main areas: (1) GenAl for Non-
Immersive Visual Analytics, (2) GenAl and XR, and
initial previous work on (3) GenAl for IA. Section 3
brings the trends together in a deeper discussion and
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highlights interesting future directions for GenAl in
IA applications, while Section 4 concludes the work.

2 CURRENT TRENDS

As IA is an emerging field with deep roots in conven-
tional VA, the investigation starts by reviewing break-
throughs in several relevant research fields, including
GenAl for non-immersive data visualization, GenAl
for XR applications, and a potential transition toward
GenAl for immersive data analysis. We acknowledge
that prior research on GenAl for visualization has
identified key issues and challenges in general data
visualization tasks. GenAl has been integrated into
visualization tasks with different capabilities, such as
enhancing creativity, automating visualization, or as-
sisting human reasoning processes in a general per-
spective (Basole and Major, 2024). Ye et al. have also
provided a broad overview of GenAl in visualization
and highlighted challenges such as data limitations
and evaluation methods (Ye et al., 2024). However,
both works leave the integration of GenAl with VA
in IEs an under-explored field. As real-time interac-
tions and spatial awareness are essential characteriza-
tions of data visualization tasks in IEs (Marriott et al.,
2018), whether widely adopted GenAl techniques fit
those tasks still needs to be assessed. Thus, this paper
revisits recent emerging research efforts toward inte-
grating GenAl in IA fields, intending to explore the
latest trends.

2.1 GenAl for Non-Immersive VA

Although TA is an emerging field that performs
VA with multisensory interfaces in XR, the main-
stream workflow is still coined with conventional
2D VA as immersive visualization is the fundamen-
tal component for IA (Kraus et al.,, 2021). Con-
ventional VA workflows, including data processing,
visual mapping, and visual perception procedures,
can be adapted in IA. Therefore, insights from the
state-of-the-art combinations between GenAl, con-
ventional data visualization, and VA may be trans-
ferred into IEs, always considering the potential adap-
tations needed in a different media such as XR.
GenAl and VA have been applied in various re-
search domains across smart healthcare, industrial
data communication, and laboratory training. GenAl
models, especially pre-trained LLMs (e.g., OpenAl’s
ChatGPT), support these applications’ visual under-
standing and reasoning processes by generating addi-
tional guiding information or automatically summa-
rizing insights in text formats. For example, Chat-
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GPT has been employed in many VA applications
to generate textual descriptions based on either data
input or information graphs (Gandee et al., 2024).
Deep Neural Networks (DNNs) have also been em-
ployed in VA systems to transform the graphs into
narratives (Shrestha et al., 2022). Meanwhile, the
LLM model BART (Lewis et al., 2020) was applied
to simplify lengthy textual details, as excessive in-
formation may cause information overload for users.
Additionally, procedural diagrams such as flowcharts
are essential visual tools in iterative design processes.
GenAl can update and manage these visualizations
with designers’ instructions (Balhorn et al., 2024; Al-
shareef et al., 2024).

One key direction of using GenAl for general
visualization tasks is to enhance the interpretability
of data visualization. While research on data vi-
sualizations focuses heavily on innovative ways to
present patterns and insights in an abstract, visual for-
mat, making complex information more accessible to
users, users may still struggle to understand these vi-
sualizations without the necessary domain context.
Therefore, data storytelling has been an active re-
search field that can complement abstract information
graphs with narrative context, enhancing visual un-
derstanding (Shao et al., 2024; Dykes, 2015). GenAl
has increasingly automated the creation of data nar-
ratives (Lo Duca., 2023; Stromel et al., 2024; Lo
Duca., 2024). This narrative generation capability
helps users interpret data patterns with minimal cog-
nitive load, clearly explaining data findings and their
implications. Researchers have evaluated and con-
firmed that data narratives enhance visual understand-
ing in fitness analysis (Stromel et al., 2024) by pro-
viding complementary qualitative data and more re-
flective engagement. In learning analytics, the idea
of using LLMs to automate data narratives has also
been adopted (Pinargote et al., 2024; Yan et al,
2024). Whereas GenAl-based data storytelling ex-
pands the information for better visual understanding,
visual summarization of raw data input may function
in another way to enable users to grasp the overview
quickly. GenAlI has been applied to create visual sum-
marization (charts and fext) for any data inputs in nat-
ural language formats such as audio, video, voice, and
text datasets (Nath and Ethirajan, 2023).

Ye et al. have assessed various GenAl tech-
niques tailored for visualization in a non-immersive
context (Ye et al., 2024). These techniques include
data enhancement, automatic visualization genera-
tion, stylization, and supporting user interactions.
However, the automatic generation of data visual-
izations with precise numerical awareness remains
a phase with great potential. Several works are
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emerging toward generating data visualizations with
stylizations and numerical awareness. For example,
ChartSpark (Xiao et al., 2024) has proposed a text-
to-image generative approach to create the so-called
pictorial visualizations, in which data charts guided
the numerical representations. A modern visualiza-
tion style with semantic context that, in some sce-
narios, can help enhance visual understanding for key
data insights. Another work, ChartMimic (Shi et al.,
2024), can generate similar axis-based data visualiza-
tions using proprietary and open-weight LLMs based
on structured text commands. Despite the novelty,
the results indicate limitations in generating data vi-
sualizations concerning chart inputs. Moreover, lim-
itations in current visualization datasets and issues in
effectively integrating GenAl models with VA work-
flows remain significant concerns.

2.2 GenAl and XR

GenAl and XR are converging to create innovative
applications across various fields, such as architec-
tural design, smart healthcare, and interactive learn-
ing. Most applications leverage the strengths of IEs
in visual presentations along with the capabilities
of GenAl in multimodal reasoning, enhancing nat-
ural interactions and personalization. For instance,
in CogXR (Yan and Zhang, 2024), researchers de-
veloped a graphical tool that offers visual cues for
long text in the XR space, enabling users to navigate
and comprehend the reading material swiftly. Be-
yond providing real-time assistance and feedback in
immersive learning experiences, these GenAl tech-
niques have also enhanced personalized experiences
in virtual stores (Wang et al., 2024a) and virtual exhi-
bitions (Constantinides et al., 2024; Vasic et al., 2024)
by generating recommendations based on individuals’
preferences.

Natural interaction techniques are key compo-
nents for immersive experiences and have been fa-
cilitated by many GenAl models. In architectural
design, for instance, while XR is advantageous in
presenting architectural visualizations, GenAl en-
ables non-experts to design, modify, and explore XR
spaces seamlessly, fostering accessibility and inno-
vation across sectors by integrating natural language
processing with image generation (Le et al., 2023;
Drogemuller et al., 2023; Chen et al., 2024). This
research field often intersects with 3D object gener-
ation by GenAl technology in XR. Users can create
and edit architectural spaces and objects with speech
and gesture-based interactions supported by text-to-
image GenAl, such as Stable Diffusion (Rombach
et al., 2022) and ControlNet (Zhang et al., 2023). Be-
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sides, inspired by text-to-3D (Tang et al., 2023) or
text-guided image-to-3D (Gao et al., 2022) GenAl
approaches, interior designers can easily create 3D
models of architectural objects via natural language
prompts (Yeo et al., 2023).

The convergence of GenAl and XR has led
to transformative advancements in virtual conversa-
tional agents that provide real-time instructional guid-
ance and support complex cognitive tasks such as
training (Ayre et al., 2023; Chan and Liu, 2024), inter-
active learning (Hara, 2024; Cheng et al., 2024; Ka-
padia et al., 2024; Wang et al., 2024a; Hara et al,,
2024; Salehi et al., 2024), and therapeutic engage-
ment (Wang and Zhang, 2024). In healthcare scenar-
ios, the combination of GenAl and XR has been em-
ployed to rehabilitate cognitive impairments and fa-
cilitate behavioral training. Multimodal GenAlI mod-
els, particularly ChatGPT, have been used for gener-
ating auditory (Yamauchi et al., 2023) or visual im-
age content (Wang and Zhang, 2024) for rehabilita-
tion. Moreover, LLM-based chatbots in VR and AR
enable users to undergo repeatable training more nat-
urally while reducing the risk of privacy exposure (Li
et al., 2024).

GenAl also plays a fundamental role in social XR
scenarios by assisting in complex decision-making or
promoting communications. LLMs such as ChatGPT
are still the majority of GenAl-based approaches in
these applications to simulate human behaviors such
as natural conversation via voice and gestures (Nu-
man et al., 2023; Si et al., 2023; Shoa et al., 2023).
Although IEs have been applied to present immersive
scenes to users, the visual content generation is still
based on 2D image generation models. For example,
in applications such as a virtual interview (Si et al.,
2023), a stable diffusion model has been adopted to
generate tiled texture images based on users’ voice
and gesture input. Moreover, creating LL.M-based
chatbots in XR follows a similar idea of assisting
human cognitive processes through real-time interac-
tions.

2.3 GenAl for IA

The field of GenAl for IA has significantly fewer
prior examples compared to non-immersive VA tasks
and XR applications. While GazePointAR (Lee et al.,
2023; Lee et al., 2024) has demonstrated the capa-
bilities of pre-trained LLMs in addressing situated
analytic tasks, it focuses on enhancing interaction
methods in AR by incorporating eye-tracking and
speech interactions with ChatGPT, rather than focus-
ing on complex information visualization and analytic
tasks. The cross-modal reasoning capabilities of cur-



rent LLMs may fall short of addressing complex VA
tasks and may even be limited to IEs. For instance,
generating 3D data visualizations may be challenging
as it demands precise spatial accuracy to ensure mean-
ingful interpretations. Even though existing work
such as ChartMimic (Shi et al., 2024) has shown
the capability of generating axis-based data charts,
other data visualization types are less explored, such
as rational-based data visualizations (e.g., networks,
volumetric data visualization). Therefore, we envi-
sion the great potential of transforming it into IEs and
assessing its usability, which can be a good starting
point for further exploration.

Research efforts have also been identified to pro-
pose insightful perspectives on evaluating the visual
content in conventional visualization mediums and
IEs. Typically, evaluations in these fields combine
quantitative and qualitative methods to capture a com-
prehensive view, while quantitative analysis of hu-
man factors with specific metrics (e.g., task accuracy,
completion time, comprehension, and understanding)
is the primary method for evaluating the IA prop-
erties (Jamaludin et al., 2023). For instance, the
Alsop study employed a human-centered evaluation
approach to measuring the effects of Al-generated im-
agery and VR-based data storytelling on user expe-
rience (Gatti et al., 2024). In addition to standard
metrics, novel factors such as visual aesthetics and
emotional impacts are gaining recognition in the as-
sessment of XR applications, as they provide deeper
insights into user engagement and satisfaction (Stac-
chio et al., 2023). When integrating GenAl into TA
applications, though quantitative metrics are widely
adopted in the Al community, there is a need for fur-
ther exploration into combining these with human-
centered factors for a more comprehensive evaluation.

3 DISCUSSION

The integration of GenAl holds significant potential
for addressing conventional VA tasks and enhancing
XR applications separately. While research in these
two areas has yet to spark extensive dialogue on the
effective implementation of GenAl in IA, we antici-
pate that integrating GenAl into IA could significantly
enhance immersive experiences, foster creativity and
new knowledge generation, and broaden the accessi-
bility of IA systems. To advance this integration, we
outline key areas for further exploration, including
GenAl for multisensory IA, 3D data representations
for GenAl training, GenAl for prototyping IA, and
ethical considerations. Although not exhaustively, ad-
dressing these challenges could open the door to more
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GenAl-supported IA applications.

3.1 GenAl for Multisensory IA

Although immersive data visualizations remain a cen-
tral focus of IA systems, these systems ultimately
strive to engage multiple senses to enhance informa-
tion perception and interaction (McCormack et al.,
2018). Research has shown that multisensory compo-
nents such as haptic feedback, spatial audio, and ol-
factory cues can significantly enhance user immersion
and understanding in IEs. For example, haptic and
auditory feedback can improve spatial awareness and
heighten the sense of presence (Wagener et al., 2022;
Kern and Ellermeier, 2020), and olfactory cues can
evoke deeper emotional engagement (Cowan et al.,
2023; Dal Bo et al., 2024; Wang et al., 2024b). These
findings suggest that multisensory approaches could
be valuable in IA systems.

GenAl could further enhance these multisensory
experiences by generating realistic sensory outputs in
IA based on user interactions. For instance, auditory
cues could alert users when they navigate to outliers
within a data cluster in an [A system, providing a sen-
sory guide without adding visual clutter. GenAl has
also expanded the potential for novel interaction tech-
niques in XR, which can be adapted to IA. For ex-
ample, recent work like SonoHaptic (Bonada et al.,
2016) has shown how audio and haptic feedback can
enhance the selection and understanding of data rep-
resentations in IEs, suggesting similar applications
could improve user comprehension during immersive
data exploration in IA.

Using GenAl technologies to support multisen-
sory IA experiences also makes sense in scenarios
where visual information alone is insufficient or im-
practical. GenAI’s capabilities in generating adaptive,
context-aware sensory outputs can reduce the chances
of visual overload, enabling users to focus on impor-
tant visual elements while still gaining a comprehen-
sive understanding of complex data. While visual per-
ception is often the most effective way, using GenAl
to provide non-visual data representations, such as ol-
factory and auditory cues, can enhance accessibility
for visually impaired users.

3.2 3D Data Representations for GenAl
Training

While some success has been achieved in generating
and enhancing basic visualizations using GenAl, cur-
rent applications remain limited in IA. One reason is
that most current GenAl models generate information
in textual format, realistic 2D images or videos, and
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3D models. However, generating and understanding
abstract data visualizations, whether in 2D or 3D, is
more challenging as their numerical meanings should
be maintained by the visual encoding.

Bridging this gap will require innovative ap-
proaches in creating, training, and evaluating 2D and
3D data visualization generative models. A critical
first step is the development of comprehensive data
representations to serve as training datasets. While
within the visualization community, 3D data repre-
sentations for abstract data in 2D media have been
historically and justly criticized since they cause is-
sues e.g., in terms of occlusions and perspective dis-
tortion (Munzner, 2014), the use of 3D representa-
tions in immersive media should not be automatically
discarded regardless of their application, even for ab-
stract data, especially with a spatial embedding (Mar-
riott et al., 2018; Kraus et al., 2022). For example, in
situated analytics, 3D data representations can blend
more naturally in IEs and provide better immersion to
the user (Shin et al., 2024). Moreover, 3D data repre-
sentations have been adopted and studied for different
abstract data types in IEs, e.g., node-link graphs, scat-
terplots, and parallel coordinate plots (Kraus et al.,
2022).

Collecting 3D data representations for future
GenAl models may help solve complex data analy-
sis tasks in IEs. Moreover, new approaches could ad-
vance the capturing and rendering of spatial relation-
ships to transform how we analyze complex datasets
in A systems.

3.3 GenAl for Prototyping IA

While existing experience from GenAl applications
in VA can be leveraged to enhance IA, developing
an IA system remains time-consuming, and collect-
ing meaningful user feedback poses additional chal-
lenges. Despite these obstacles, the success of GenAl
in various fields—including procedural flowchart cor-
rection (Alshareef et al., 2024; Balhorn et al., 2024),
visual object generation (Nath and Ethirajan, 2023;
Numan et al., 2023; Ye et al., 2024), and human be-
havior simulation (Bharti and Sharma, 2024; Si et al.,
2023)—suggests a potential for supporting rapidly
prototyping IA applications.

An interesting workflow of GenAl-supported 1A
prototyping could involve an iterative cycle including
design, development, and evaluation phases. In the
design phase, developers would specify key parame-
ters such as data types, preferred visualization tech-
niques, interaction methods, XR devices, and evalua-
tion protocols in natural language, allowing for easy
adaptation to project needs. During the development
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phase, GenAl models, particularly text-to-code gen-
erators, could automatically translate specifications
into corresponding visualizations within IEs, allow-
ing developers to focus more on the high-level de-
sign of IA applications. In the evaluation phase,
GenAl could simulate participant behaviors and gen-
erate feedback based on user studies, with input from
psychologists and cognitive experts to ensure realistic
behavior modeling. These GenAl-driven evaluations
could be automatically analyzed, generating reports
for subsequent design iterations.

Despite its potential, we also envision several
challenges in applying this human-GenAl collabo-
rative IA prototyping approach. First, GenAl mod-
els trained on general visualization types or domain
datasets may struggle to generate or adapt highly
domain-specific visualizations accurately. This issue
is compounded by the evolving nature of XR hard-
ware and software, as updates or new devices may
require recalibration of the GenAl-generated visual-
izations to ensure compatibility and optimal perfor-
mance. A standardized protocol for future XR de-
vices may help address these problems. Furthermore,
as immersive experiences often involve real-time data
integration, maintaining synchronization between the
GenAl model and live data feeds can be challenging.
Addressing these challenges will require GenAI mod-
els that are flexible and capable of continuous learn-
ing and adaptation to different data streams and 1A
environments, which currently remains a significant
hurdle for practical deployment.

3.4 [Ethical Issues of GenAl for TA

The integration of GenAl into IA may introduce new
ethical challenges while the widely discussed ethi-
cal concerns in Al and XR remain. Recently, Hu et
al. have proposed metrology for ethics and data pri-
vacy issues in Al-enriched human-centered XR sys-
tems (Hu et al., 2024), suggesting most data privacy
issues and ethical concerns should be considered in
GenAl-supported IA systems. We highlight ethical
issues regarding data privacy and interoperability of
GenAl-supported TA systems and propose possible
solutions from the perspectives of IA researchers and
developers.

Some IA applications may continuously learn and
adapt based on real-time user data for personalized
experiences, which may threaten data privacy. Large
pre-trained GenAl models applied to IA may increase
the risk as user data is often processed in cloud cen-
ters rather than locally (Gupta et al., 2023). The
guidance from the research communities in Al, XR,
and interdisciplinary topics can be adapted to address



data privacy concerns in GenAl-supported IA sys-
tems. When continuous user data collection is neces-
sary, developers should keep in mind that all user data
collected through IA systems can be linked to individ-
ual identification, which should be protected as other
private data (Carter and Egliston, 2023). A group
of tools and technologies for enhancing data privacy
in XR can be adapted in GenAl-supported IA sys-
tems, such as self-sovereign identity frameworks, de-
centralized identifiers and verifiable credentials spec-
ifications, and privacy-focused blockchain technolo-
gies (Alkaeed et al., 2024).

As the method of data visualization in IEs directly
impacts user understanding and interaction (Whitlock
et al., 2020), data visualizations automatically gen-
erated by GenAl may manipulate user focuses, lead-
ing to potential biases or misinterpretations of data.
Therefore, an ethical need is to examine how much
control GenAl should exert over users’ attention in
IEs. On the other hand, even though GenAl can po-
tentially guide data exploration in XR, users might
need to fully understand how GenAl arrived at certain
conclusions. Possible solutions might be to add “ex-
planation layers” within the design spaces that pro-
vide insights into the AI’s decision-making process
and ensure users can evaluate the Al-generated out-
puts.

3.5 Summary

Despite the overall potential of combining GenAl into
IA applications, four future directions with key issues
are highlighted. This work first highlights that us-
ing GenAl to enhance multisensory A experiences
would benefit immersive data exploration and gain-
ing insights. Besides, the less-explored 3D data rep-
resentations for GenAl training are spotted as a criti-
cal research area. Meanwhile, considering the design
spaces of IA, integrating GenAl agents into IA de-
sign and prototyping processes may improve the ef-
ficiency of IA system development. For actual de-
ployment phases, addressing ethical concerns, partic-
ularly regarding data privacy, bias, and transparency,
is crucial for responsible deployment. By addressing
these key issues, the synergy can provide both tech-
nical advancements and novel user-centric designs to
both GenAl and IA research communities.

4 CONCLUSIONS

This position paper adds XR as another dimension
of the integration of GenAl into visualization and
presents an overview of how they have been com-
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bined in various applications. Our work illustrates
how GenAl intersects with VA and XR, highlighting
the transformative potential of these integrations in
the IA domain. We envision that GenAl will reshape
IA applications by enabling multisensory experiences
and automating complex 3D data visualizations, fos-
tering more immersive and personalized data analyt-
ics. However, achieving this vision requires advance-
ments in user-centric design, spatially aware model
training, and ethical practices. Specifically, consid-
erations around data privacy and interoperability of
GenAl models in TA systems are essential. Addition-
ally, we discuss some tools and methods to help ad-
dress these challenges, positioning GenAl as a driving
force for innovative, powerful, and ethically grounded
future IA applications.
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